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Preface

The SH7604 implements high-performance operations by using a CPU which employsthe
Reduced Instruction Set Computer (RISC) system. The SH7604 is a new-generation RISC
microcomputer which realizes low power consumption, an essential feature of microcomputer
devices, aswell asintegrating peripheral features necessary for system configuration.

The CPU of the SH7604 has a set of RISC-type instructions; basic instructions operate at one state
per instruction, that is, in one system clock cycle, dramatically increasing execution speeds. The
SH7604 incorporates a 32-bit multiplier which performs high-speed sum-of-product (multiply-
and-accumulate) operations. Instructions used by the SH7604 are upwardly compatible with the
SH7000 Series, allowing easy migration from the SH7000 Series to the SH7604.

Moreover, the SH7604 incorporates on-chip peripheral modules such as an interrupt controller
(INTC), direct memory access controller (DMAC), division unit (DIVU), timers (FRT, WDT),
and serial communication interface (SCI), so that a user system can be configured using the
minimum number of parts.

On-chip cache memory enhances the CPU throughput. A bus control feature, which supports
external memory access, improves external memory access efficiency, allowing direct connection
to synchronous DRAM, DRAM, and pseudo-SRAM without the help of glue logic.

This hardware manual explains the hardware features of the SH7604. For details of instructions,
see the Programming Manual.

Related Documents

SH7604 instructions

“SH-1/SH-2 Programming Manual” (Document No.: ADE-602-063B)

For the development environment system, call your nearest Hitachi sales office.
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Section 1 Overview and Pin Functions

11 SH7604 Features

The SH7604 is a new-generation single-chip RISC microprocessor that integrates a Hitachi-
origina CPU, amultiplier, cache memory, and peripheral functions required for system
configuration.

The CPU features a RISC-type instruction set. Most instructions can be executed in one clock
cycle, which greatly improves instruction execution speed. In addition, the on-chip 4-kbyte cache
memory and divider enhance data processing ability.

The SH7604 is also provided with on-chip peripheral functions including a direct memory access
controller (DMAC), timers, a serial communication interface (SCI), and an interrupt controller.
External memory access support functions (provided by the bus state controller) enable direct
connection to DRAM, synchronous DRAM, and pseudo-SRAM.

The high-speed CPU and comprehensive peripheral functions enable designersto construct high-
performance systems with advanced functionality at low cost, even in applications such as real-
time control that require very high speeds, impossible with conventional microprocessors.

1.1.1 Features of the SH7604
CPU:

» Original Hitachi architecture
e 32-hit internal configuration
* General-registers:
O Sixteen 32-hit general registers
O Three 32-bit control registers
O Four 32-bit system registers
* RISC-typeinstruction set:
O Instruction length: 16-bit fixed length for improved code efficiency
O Load-store architecture (basic arithmetic and logic operations are executed between
registers)
0O Delayed conditional/unconditional branch instructions reduce pipeline disruption during
branching
O Instruction set based on C language
» Instruction execution time: one instruction/state (35 ng/instruction at 28.7 MHz operation)
e Address space: 4 Gbytes available in the architecture (128-Mbyte memory space)

HITACHI



On-chip multiplier: multiply operations (32 bits x 32 bits — 64 bits) and multiply-and-
accumulate operations (32 hits x 32 bits + 64 bits — 64 bits) executed in 2 to 4 states
Five-stage pipeline

Operating M odes:

Clock mode: selected from the combination of an on-chip oscillator module, a frequency
multiplier, clock output, PLL synchronization, and 90° phase shifting (the range of choices
depends on the package)

Slave/master mode

Processing states

Power-on reset state

Manual reset state

Exception handling state

Program execution state

Power-down state

Bus-released state

Power-down states

O Sleep mode

O Standby mode

0 Module stop mode

OooOoooogod

Interrupt Controller (INTC):

Five external interrupt pins (NMI, IRLO to IRL3), encoded input of 15 external interrupt
sourcesviapinsIRLO to IRL3

Twelve internal interrupt sources (DMAC x 2, DIVU x 1, FRT x 3, WDT x 1, SCI x 4,
REF x 1)

Sixteen programmable priority levels

Vector number settable for each internal interrupt source

Auto-vector or external vector selectable as vector for external interrupts via pins IRLO to
IRL3

User Break Controller (UBC):

Generates an interrupt when the CPU or DMAC generates an address, data, or bus cycle with
the specified conditions (address, data, CPU cycle/non-CUP cycle, instruction fetch/data
access, read/write, byte/word/longword access)

Simplifies configuration of a self-debugger
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Clock Pulse Generator (CPG)/Phase Locked Loop (PLL):

» On-chip clock pulse generator

» Crystal clock source or external clock source can be selected

e Clock multiplication (x1, x2, x4), PLL synchronization, or 90° phase shift can be selected
» Supports clock pause function for frequency change of external clock

Bus State Controller (BSC):

e Supports external memory access
O 32-bit external data bus

» Memory address space divided into four areas. It is possible to set the following characteristics
for each area (32 Mbyte linear):

O Bussize (8, 16, or 32 bits)
O Number of wait cycles settable or not settable

0 Setting the memory space type simplifies connection to DRAM, synchronous DRAM,
pseudo-SRAM, and burst ROM

0 OutputssignalsRAS, CAS, CE, and OE corresponding to DRAM, synchronous DRAM,
and pseudo-SRAM areas

O Tp cycles can be generated to assure RAS precharge time

0 Address multiplexing is supported internally, so DRAM and synchronous DRAM can be
connected directly

0 Outputs chip select signals (CSO to CS3) for each area
*  DRAM/synchronous DRAM/pseudo-SRAM refresh functions

O Programmable refresh interval

O Supports CAS-before-RAS refresh and self-refresh modes
«  DRAM/synchronous DRAM/pseudo-SRAM burst access function

O Supports high-speed access modes for DRAM/synchronous DRAM/pseudo-SRAM
« Wait cycles can be inserted by an external WAIT signal

Cache Memory:

e 4kbytes

* 64 entries, 4-way set associative, 16-byte line length

*  Write-through data writing method

* LRU replacement algorithm

» 2 kbytes of the cache can be used as 2-kbyte internal RAM
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Direct Memory Access Controller (DMAC) (2 Channels):

* Permits DMA transfer between external memory, external 1/0, on-chip peripheral modules

« Enables DMA transfer request and auto-request from external pins, on-chip SCI, and on-chip
timers

e Cycle-steal mode or burst mode

« Channel priority level is selectable (fixed mode or round-robin mode)
< Dual or single address transfer mode is selectable

« Transfer data width: 1/2/4/16 bytes

« Address space: 4 Gbytes; maximum number of transfers: 16,777,216

Division Unit (DIVU):

e Executes 64 + 32, 32... 32 and 32 + 32, 32... 32 divisions in 39 cycles
e Overflow interrupt

16-Bit Free-Running Timer (FRT) (1 Channel):

e Selects input from three internal/external clocks
 Input capture and output compare
e Counter overflow, compare match, and input capture interrupts

Watchdog Timer (WDT) (1 Channel):

« Can be switched between watchdog timer and interval timer functions
< Count overflow can generate an internal reset, external signal, or interrupt
« Power-on reset or manual reset can be selected as the internal reset

Serial Communication Interface (SCI) (1 Channel):

e Asynchronous or synchronous mode is selectable

» Simultaneous transmission and reception (full duplex)
« Dedicated baud rate generator

* Multiprocessor communication function

Package:

e 144-pin plastic QFP (FP-144J)
e 176-pin plastic TFBGA (TBP-176)
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Product Lineup:

Product Code Package Operating Temperature  Frequency Voltage
HD6417604SF28 QFP2020-144 -20°Cto 75°C 28 MHz 5V
HD6417604SFI128 QFP2020-144 -40°C to 85°C 28 MHz 5V
HD6417604SVF20 QFP2020-144 -20°Cto 75°C 20 MHz 3.3V
HD6417604SBP28 CSP-1313-176 -20°Cto 75°C 28 MHz 5V
HD6417604SVBP20 CSP-1313-176 -20°Cto 75°C 20 MHz 3.3V
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1.2

Block Diagram

Figure 1.1 shows a block diagram of the SH7604.
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Figure 1.1 Block Diagram
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1.3 Description of Pins
1.3.1 Pin Arrangement
=
X
o
L -
< K< o
o 0w Q 0 Q 3:32—80|wwm¢9m:(‘ ot o C N
Sasdn$easndy SnalEeenss Jb #8258 ok S¥%E3
NOO0000000000000000000000000000000000]
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TEETTONONMNMOMOM OO ANANNANNANNANNNAAAAA AAAA O
HTA A A A A A A A A AA A A A A A A AAAA A A A A A A A A A A A A A A
D111 108 [JCAP1
D122 107 MD1
D13[]3 106 [JVss(PLL)
Vee 4 105 [JMDO
D14 []5 104 [JVec(PLL)
Vss 6 103 [JSCK
D15 []7 102 [JTXD
D16 []8 101 [JRXD
D17 9 100 [JFTCI
D18 10 99 [OFTI
D19 []11 98 [dVss
Vee 12 97 [JFTOA
D20 []13 96 [Vee
Vss []14 . 95 [JFTOB
D21[]15 Top view 94 [JWDTOVF
D22 []16 93 [JBREQ/BGR
D23 17 92 [1BACK/BRLS
Vec 18 (FP-144) 91[Vss
D24 19 90 [INC*
Vss []20 89 [JWAIT
D25 21 HD6417604 88 [JCKE
D26 [|22 87:|RD
D27 []23 86 [1Vss
Vee 24 85 [1CASLL/DQMLL/WEO
D28 []25 84 [Vce
Vss 26 83 [1CASLH/DQMLU/WET
D29 []27 82 [JCASHL/DQMUL/WE2
D30 [28 81 [JCASHH/DQMUU/WE3
D31 []29 80 [1CAS/OE
A0 []30 79 [JRASICE
A1[]31 78[Vss_
A2[]32 77 JRD/WR
Vss [ 33 76:‘&
A3[]34 75[1CsS3
A4[]35 74 [JCS2
A5[]36 73[dCs1
NOODOTIANMITULONODDOANMTULONOODDOANMIONODNO AN
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]
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Note: Do not connect anything to the pin abeled NC.

Figure 1.2 Pin Arrangement (144-Pin Plastic QFP)
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1.3.2

Pin Functions

Table 1.2 shows the pin functions of the SH7604.

Table 1.1  Pin Functions
Pin No.
FP-144 TBP-176 Pin Name I/0 Pin Description
— Al NC — Reserved pin (leave unconnected)
— C3 NC — Reserved pin (leave unconnected)
— B1 NC — Reserved pin (leave unconnected)
— Cc2 NC — Reserved pin (leave unconnected)
1 D3 D11 I/0 Data bus
2 C1 D12 I/0 Data bus
3 D2 D13 I/0 Data bus
4 E4 Vee | Power
5 D1 D14 I/0 Data bus
6 E3 Vsg I Ground
7 E2 D15 I/10 Data bus
8 El D16 I/10 Data bus
9 F4 D17 I/O Data bus
10 F3 D18 110 Data bus
11 F1 D19 I/0 Data bus
12 F2 Vee | Power
13 G4 D20 110 Data bus
14 G3 Vss | Ground
15 Gl D21 I/O Data bus
16 G2 D22 110 Data bus
17 H4 D23 I/0 Data bus
18 H3 Vee | Power
19 H1 D24 I/0 Data bus
20 H2 Vss | Ground
21 J4 D25 I/0 Data bus
22 J3 D26 110 Data bus
23 J1 D27 I/0 Data bus
24 J2 Vee | Power
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Table 1.1  Pin Functions (cont)

Pin No.
FP-144 TBP-176 Pin Name I/O Pin Description
25 K4 D28 1/0 Data bus
26 K3 Vss | Ground
27 K1 D29 I/0 Data bus
28 K2 D30 I/0 Data bus
29 L3 D31 110 Data bus
30 L1 AO I/0 Address bus
31 L2 Al I/0 Address bus
32 L4 A2 110 Address bus
33 M1 Vss | Ground
34 M2 A3 110 Address bus
35 M3 A4 110 Address bus
36 N1 A5 /10 Address bus
— M4 NC — Reserved pin (leave unconnected)
— N2 NC — Reserved pin (leave unconnected)
— P1 NC — Reserved pin (leave unconnected)
— P2 NC — Reserved pin (leave unconnected)
— R1 NC — Reserved pin (leave unconnected)
— N3 NC — Reserved pin (leave unconnected)
— R2 NC — Reserved pin (leave unconnected)
— P3 NC — Reserved pin (leave unconnected)
37 N4 A6 /10 Address bus
38 R3 A7 I/0 Address bus
39 P4 A8 I/0 Address bus
40 M5 Vee | Power
41 R4 A9 I/0 Address bus
42 N5 Vss | Ground
43 P5 A10 I/0 Address bus
44 R5 All I/0 Address bus
45 M6 Al12 I/10 Address bus
46 N6 A13 I/0 Address bus
47 R6 Al4 I/0 Address bus

10
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Table 1.1  Pin Functions (cont)

Pin No.
FP-144 TBP-176 Pin Name I/0 Pin Description
48 P6 Vee | Power
49 M7 A15 110 Address bus
50 N7 Vss | Ground
51 R7 Al6 I/0 Address bus
52 P7 Al17 110 Address bus
53 M8 A18 I/10 Address bus
54 N8 Vee | Power
55 R8 Al19 110 Address bus
56 P8 Vss | Ground
57 M9 A20 I/0 Address bus
58 N9 A21 110 Address bus
59 R9 A22 I/10 Address bus
60 P9 Vee | Power
61 M10 A23 I/0 Address bus
62 N10 Vss | Ground
63 R10 A24 I/0 Address bus
64 P10 A25 10 Address bus
65 N11 A26 I/10 Address bus
66 R11 DACKO (0] DMACO acknowledge
67 P11 Vee | Power
68 M11 DACK1 (0] DMAC1 acknowledge
69 R12 Vsg I Ground
70 P12 DREQO | DMACO request
71 N12 DREQ1 | DMAC1 request
72 R13 CSo0 0 Chip select 0
— M12 NC — Reserved pin (leave unconnected)
— P13 NC — Reserved pin (leave unconnected)
— R14 NC — Reserved pin (leave unconnected)
— P14 NC — Reserved pin (leave unconnected)
— R15 NC — Reserved pin (leave unconnected)
— N13 NC — Reserved pin (leave unconnected)
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Table 1.1  Pin Functions (cont)

Pin No.

FP-144 TBP-176 Pin Name I/O Pin Description

— P15 NC — Reserved pin (leave unconnected)

— N14 NC — Reserved pin (leave unconnected)

73 M13 CSs1 o] Chip select 1

74 N15 CS2 0 Chip select 2

75 M14 CS3 0 Chip select 3

76 L12 BS 1’0 Bus cycle start

77 M15 RD/WR 110 Read/write

78 L13 Vss | Ground

79 L14 RAS/CE o RAS for DRAM and synchronous DRAM, CE
for pseudo-SRAM

80 L15 CAS/OE 0 CAS for synchronous DRAM, OE for
pseudo-SRAM

81 K12 CASHH/DQMUUMWE3 O Most significant byte selection signal for
memory

82 K13 CASHL/DQMUL/WE2 O Second byte selection signal for memory

83 K15 CASLH/DQMLU/WET O Third byte selection signal for memory

84 K14 Vee | Power

85 J12 CASLL/DQMLL/WED O Least significant byte selection signal for
memory

86 J13 Vss | Ground

87 Ji5 RD 0 Read pulse

88 J14 CKE (@) Synchronous DRAM clock enable control

89 H12 WAIT | Hardware wait request

90 H13 NC — Reserved pin (leave unconnected)

91 H15 Vss | Ground

92 H14 BACK/BRLS I Bus acknowledge in slave mode, bus
request in master mode

93 G12 BREQ/BGR 0 Bus request in slave mode, bus grant in
master mode

94 G13 WDTOVF o] Watchdog timer output

95 G15 FTOB (0] Free-running timer output B

96 Gl4 Vee | Power

12
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Table 1.1

Pin Functions (cont)

Pin No.
FP-144 TBP-176 Pin Name I/0 Pin Description
97 F12 FTOA (0] Free-running timer output A
98 F13 Vss | Ground
99 F15 FTI | Free-running timer input
100 F14 FTCI I Free-running timer clock input
101 E13 RxD | Serial data input
102 E15 TxD (0] Serial data output
103 E14 SCK I/O Serial clock input/output
104 E12 Ve (PLL) | Power for on-chip PLL
105 D15 MDO | Operating mode pin
106 D14 Vgg (PLL) I Ground for on-chip PLL
107 D13 MD1 | Operating mode pin
108 C15 CAP1 (0] External capacitance pin for PLL
— D12 NC — Reserved pin (leave unconnected)
— Cl4 NC — Reserved pin (leave unconnected)
— B15 NC — Reserved pin (leave unconnected)
— B14 NC — Reserved pin (leave unconnected)
— Al15 NC — Reserved pin (leave unconnected)
— C13 NC — Reserved pin (leave unconnected)
— Al4 NC — Reserved pin (leave unconnected)
— B13 NC — Reserved pin (leave unconnected)
109 C12 CAP2 (0] External capacitance pin for PLL
110 A13 MD2 I Operating mode pin
111 B12 CKPACK 0 Clock pause acknowledge output
112 D11 CKPREQ/CKM I Clock pause request input
113 Al12 Vee | Power
114 Cl1 EXTAL | Pin for connecting crystal resonator
115 B11 Vss | Ground
116 All XTAL (0] Pin for connecting crystal resonator
117 D10 MD3 | Operating mode pin
118 C10 CKIO I/O System clock input/output
119 A10 MDA4 I Operating mode pin

HITACHI
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Table 1.1  Pin Functions (cont)

Pin No.
FP-144 TBP-176 Pin Name I/O Pin Description
120 B10 MD5 | Operating mode pin
121 D9 Vss | Ground
122 c9 RES [ Reset
123 A9 Vee Power  Power
124 B9 IVECF 0 Interrupt vector fetch cycle
125 D8 NMI | Nonmaskable interrupt request
126 c8 IRL3 | External interrupt source input
127 A8 IRL2 | External interrupt source input
128 B8 IRLT | External interrupt source input
129 D7 IRLO | External interrupt source input
130 c7 DO I/0 Data bus
131 A7 D1 I/0 Data bus
132 B7 Vee | Power
133 D6 D2 I/0 Data bus
134 C6 Vss | Ground
135 A6 D3 1/0 Data bus
136 B6 D4 110 Data bus
137 C5 D5 I/0 Data bus
138 A5 D6 1/0 Data bus
139 B5 Vee | Power
140 D5 D7 I/0 Data bus
141 A4 Vssg | Ground
142 B4 D8 110 Data bus
143 C4 D9 I/0 Data bus
144 A3 D10 1/0 Data bus
— D4 NC — Reserved pin (leave unconnected)
— B3 NC — Reserved pin (leave unconnected)
— A2 NC — Reserved pin (leave unconnected)
— B2 NC — Reserved pin (leave unconnected)
14
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Section2 CPU

2.1 Register Configuration

The register set consists of sixteen 32-hit general registers, three 32-bit control registers and four
32-hit system registers.

211 General Registers

The 16 general registers (RO-R15) are shown in figure 2.1. General registers are used for data
processing and address calculation. RO is also used as an index register, and several instructions
use RO as afixed source or destination register. R15 is used as the hardware stack pointer (SP).
Saving and recovering the status register (SR) and program counter (PC) in exception handling is
accomplished by referencing the stack using R15.

31 0
RO *1

R1
R2
R3
R4
R5
R6
R7
R8
R9
R10
R11
R12
R13
R14
R15, SP (hardware stack pointer)| *2

Notes: 1. RO functions as an index register in the indirect indexed register addressing mode
and indirect indexed GBR addressing mode. In some instructions, RO functions as a
fixed source register or destination register.

2. R15 functions as a hardware stack pointer (SP) during exception handling.

Figure2.1 General Registers
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212 Control Registers

The 32-bit control registers consist of the 32-bit status register (SR), global base register (GBR),
and vector base register (VBR) (figure 2.2). The status register indicates processing states. The
global base register functions as a base address for the GBR indirect addressing mode to transfer
data to the registers of on-chip peripheral modules. The vector base register functions as the base
address of the exception handling vector area (including interrupts).

31 98 76543210
SR| - ——————-- MQI3I2 1110 -- ST | SR: Status register

T T |_>T bit: The MOVT, CMP/cond, TAS, TST,

BT (BT/S), BF (BF/S), SETT, and CLRT
instructions use the T bit to indicate
true (1) or false (0). The ADDV, ADDC,
SUBV, SUBC, DIVOU, DIVOS, DIV1,
NEGC, SHAR, SHAL, SHLR, SHLL,
ROTR, ROTL, ROTCR, and ROTCL
instructions also use the T bit to indicate
carry/borrow or overflow/underflow.

— S bit: Used by the MAC instruction.

» Reserved bits. 0 is read, and only O must be
written.

——» Bits 10-13: Interrupt mask bits.

»M and Q bits: Used by the DIVOU, DIVOS,
and DIV1 instructions.

31 0 Global base register (GBR):

GBR Indicates the base address of the indirect
GBR addressing mode. The indirect GBR
addressing mode is used in data transfer
for on-chip peripheral module register
areas and in logic operations.

31 0 Vector base register (VBR):
VBR Indicates the base address of the exception
handling vector area.

Figure2.2 Control Registers
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213 System Registers

System registers consist of four 32-hit registers: high and low multiply-and-accumulate registers
(MACH and MACL), the procedure register (PR), and the program counter (PC) (figure 2.3). The
multiply-and-accumul ate registers store the results of multiply and accumulate operations. The
procedure register stores the return address from the subroutine procedure. The program counter
stores program addresses to control the flow of the processing.

0 Multiply and accumulate (MAC)

registers high and low (MACH,

MACL): Store the results of
multiply-and-accumulate operations.

0 Procedure register (PR): Stores

a return address from a

subroutine procedure.

0 Program counter (PC): Indicates

31
MACH
MACL
31
| PR
31
| PC

the fourth byte (second instruction)

after the current instruction.

Figure2.3 System Registers

214 Initial Values of Registers

Table 2.1 lists the values of the registers after areset.

Table2.1 Initial Valuesof Registers

Classification Register Initial Value
General registers R0-R14 Undefined
R15A (SP) Value of the stack pointer in the vector address table
Control registers SR Bits 13—10 are 1111 (H'F), reserved bits are 0, and other
bits are undefined
GBR Undefined
VBR H'00000000
System registers  MACH, MACL, PR Undefined

PC

Value of the program counter in the vector address table

17
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2.2 Data Formats

221 Data Format in Registers

Register operands are always longwords (32 bits) (figure 2.4). When the memory operand is only
abyte (8 bits) or aword (16 bits), it is sign-extended into alongword when loaded into aregister.

31 0
| Longword

Figure2.4 Longword Operand

222 Data Format in Memory

Memory data formats are classified into bytes, words, and longwords. Byte data can be accessed at
any address, but an address error will occur if you try to access word data starting from an address
other than 2n or longword data starting from an address other than 4n. In such cases, the data
accessed cannot be guaranteed (figure 2.5). The hardware stack area, referred to by the hardware
stack pointer (SP, R15), uses only longword data starting from address 4n because this area holds
the program counter and status register.

This microprocessor has a function that allows access of CS2 space (area 2) in little-endian format,
which enables the microprocessor to share memory with processors that access memory in little-
endian format. The microprocessor arranges byte data differently for little-endian and the more
usua big-endian format.

Addressm+1  Addressm +3 Address m + 2 Address m
Address m Address m + 2 Addressm+3 | Addressm+ 1
Ta1 l 23 15 l 7 ol Ta1 l 23 15 l 7y O]
Byte | Byte Byte | Byte Byte | Byte Byte | Byte
Word Word <« Address 2n »| Word Word
Longword < Address 4n »| Longword
Big-endian format Little endian format

Figure2.5 Byte, Word, and Longword Alignment
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2.2.3 Immediate Data For mat

Byte (8-bit) immediate data resides in an instruction code. Immediate data accessed by the MOV,
ADD, and CMP/EQ instructionsiis sign-extended and handled in registers as longword data.
Immediate data accessed by the TST, AND, OR, and XOR instructions is zero-extended and
handled as longword data. Consequently, AND instructions with immediate data always clear the
upper 24 bits of the destination register.

Word or longword immediate data is not located in the instruction code: it is stored in a memory
table. An immediate data transfer instruction (MOV) accesses the memory table using the PC
relative with displacement addressing mode. Specific examples are given in table 2.5, Immediate
Data Accessing.

2.3 Instruction Features

231 RISC-Type Instruction Set
All instructions are RISC type. This section details their functions.
16-Bit Fixed Length: All instructions are 16 bits long, increasing program code efficiency.

Onelnstruction per Cycle: The microprocessor can execute basic instructions in one cycle using
the pipeline system. Instructions are executed in 35 ns at 28.7 MHz.

Data L ength: Longword is the standard data length for all operations. Memory can be accessed in
bytes, words, or longwords. Byte or word data accessed from memory is sign-extended and
handled as longword data (table 2.2). Immediate data is sign-extended for arithmetic operations or
zero-extended for logic operations. It aso is handled as longword data.

Table2.2  Sign Extension of Word Data

SH7604 CPU Description Example of Conventional CPU
MV. W @disp, PC), RL Data is sign-extended to 32 ADD. W #H 1234, RO
ADD R1, RO bits, and R1 becomes

H'00001234. It is next
""""" operated upon by an ADD
. DATA. W H 1234 instruction.

Note: @di sp, PC) accesses the immediate data.

L oad-Stor e Architecture: Basic operations are executed between registers. For operations that
involve memory access, datais loaded into the registers and executed (load-store architecture).
Instructions such as AND that manipulate bits, however, are executed directly in memory.

19
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Delayed Branch Instructions; Unconditional branch instructions are delayed. Executing the
instruction that follows the branch instruction, before branching reduces pipeline disruption during
branching (table 2.3).

Table2.3 Delayed Branch Instructions

SH7604 Series CPU Description Example of Conventional CPU
BRA TRGET Executes ADD before ADD. W R1, RO
ADD RL, RO branching to TRGET BRA TRCGET

Multiply and Multiply-and-Accumulate Operations: 16-bit x 16-bit — 32-bit multiply
operations are executed in one to two states. 16-bit x 16-bit + 64-bit — 64-bit multiply-and-
accumulate operations are executed in two to three states. 32-bit x 32-bit — 64-bit multiply and
32-bit x 32-bit + 64bit - 64-bit multiply-and-accumul ate operations are executed in two to four
states.

T Bit: The T bit in the status register changes according to the result of the comparison, and in
turn is the condition (true/false) that determinesif the program will branch (table 2.4). The number
of instructions that change the T hit is kept to a minimum to improve the processing speed.

Table2.4 T Bit

SH7604 CPU Description Example of Conventional CPU
CVP/ GE R1, RO T bit is set when RO > R1. The CWVP. W R1, RO
BT TRGETO program branches to TRGETO BGE TRGETO
when RO = R1 and to TRGET1
BF TRGET1 when RO < R1. BLT TRGET1
ADD #-1, RO T bit is not changed by ADD. SUB. W #1, RO
CVWP/EQ  #0, RO T bit is set when RO = 0. BEQ TRCET

The program branches if RO = 0.
BT TRCGET

Immediate Data: Byte (8-bit) immediate data residesin the instruction code. Word or longword
immediate datais not input viainstruction codes but is stored in a memory table. An immediate
data transfer instruction (MOV) accesses the memory table using the PC relative with
displacement addressing mode (table 2.5).

20
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Table25 Immediate Data Accessing

Classification SH7604 CPU Example of Conventional CPU
8-bit immediate MoV #H 12, RO MOV. B #H 12, RO
16-bit immediate  MOV. W @disp, PO), RO MOV. W #H 1234, RO

.DATA. W H 1234

32-bit immediate  MOV. L @disp, PO, RO MOV. L #H 12345678, RO

.DATA. L H 12345678

Note: @di sp, PC) accesses the immediate data.

Absolute Address: When datais accessed by absolute address, the absolute address value is
placed in the memory table beforehand. Loading the immediate data when the instruction is
executed transfers that value to the register and the datais accessed in the register indirect
addressing mode (table 2.6).

Table2.6 Absolute Address Accessing

Classification SH7604 CPU Example of Conventional CPU

Absolute address MOV. L @di sp, PO, RL MOV. B @+ 12345678, RO
MOV. B @R1, RO

. DATA. L H 12345678

Note: @ di sp, PC) accesses the immediate data.

16-Bit/32-Bit Displacement: When datais accessed by 16-bit or 32-bit displacement, the
displacement valueis placed in the memory table beforehand. L oading the immediate data when
the instruction is executed transfers that value to the register and the data is accessed in the
indexed register indirect addressing addressing mode (table 2.7).

Table2.7 16/32-Bit Displacement Accessing

Classification SH7604 CPU Example of Conventional CPU

16-bit displacement  MOV. W @di sp, PC), RO MOV.W @H 1234, R1), R2
MOV. W @RO, Rl), R2

.DATA W H 1234

Note: @ di sp, PC) accesses the immediate data.

HITACHI
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232 Addressing M odes
Table 2.8 shows addressing modes and effective address cal cul ation.

Table2.8 Addressing Modes and Effective Addresses

Addressing Instruction
Mode Format Effective Addresses Calculation Equation
Register direct Rn The effective address is register Rn. (The operand —
is the contents of register Rn.)
Register @Rn The effective address is the contents of register Rn
indirect Rn.
Register @Rn+ The effective address is the contents of register Rn
indirect with Rn. (After the
post-increment A constant is added to the contents of Rn after the instruction
mstruc.tlon is executed. 1is agded for a byte executes)
operation, 2 for a word operation, and 4 for a
longword operation. Byte: Rn + 1
- Rn
Word: Rn + 2
- Rn
Longword: Rn
+4 - Rn
Register @-Rn The effective address is the value obtained by Byte: Rn -1
indirect with subtracting a constant from Rn. 1 is subtracted for - Rn
pre-decrement a byte operation, 2 for a word operation, and 4 for Word: Rn — 2
a longword operation. . Rn'
Longword:
Rn-4 - Rn

Rn —1/2/4

(Instruction
executed with
Rn after
calculation)
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Table2.8 Addressing Modes and Effective Addresses (cont)
Addressing Instruction
Mode Format Effective Addresses Calculation Equation
Register @(disp:4,  The effective address is Rn plus a 4-bit Byte: Rn +
indirect with Rn) displacement (disp). The value of disp is zero- disp
displacement extended, and remains the same for a byte Word: Rn +
operation, is doubled for a word operation, and is disp x 2
quadrupled for a longword operation.
Longword:
Rn + disp x 4
disp Rn + disp x 1/2/4
(zero-extended)
Indexed @(RO, Rn) The effective address is the Rn value plus RO. Rn + RO
register indirect
®
GBR indirect @(disp:8,  The effective address is the GBR value plus an Byte: GBR +
with GBR) 8-bit displacement (disp). The value of disp is disp
displacement zero-extended, and remains the same for a byte Word: GBR +
opera-tion, is doubled for a word operation, and is disp x 2
quadrupled for a longword operation.
Longword:
GBR + disp x
4
disp ) GBR
(zero-extended) + disp x 1/2/4
Indexed GBR @(RO, The effective address is the GBR value plus the GBR + RO
indirect GBR) RO value.

GBR + RO

HITACHI
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Table2.8 Addressing Modes and Effective Addresses (cont)

Addressing Instruction
Mode Format Effective Addresses Calculation Equation
PC relative @(disp:8, The effective address is the PC value plus an 8-bit Word: PC +
with PC) displacement (disp). The value of disp is zero- disp x 2
displacement extended, and remains the same for a byte Longword:
operation, is doubled for a word operation, andis  pc g
quadrupled for a longword operation. For a H'EEEEEEEC
longword operation, the lowest two bits of the PC disp x 4
value are masked.
@ (for longword operation)
PC + disp x 2
or
PC & H'FFFFFFFC
disp + disp x 4
(zero-extended)
PC relative disp:8 The effective address is the PC value sign- PC + disp x 2
extended with an 8-bit displacement (disp),
doubled, and added to the PC value.
disp PC + disp x 2
(zero-extended)
disp:12 The effective address is the PC value sign- PC + disp x 2
extended with a 12-bit displacement (disp),
doubled, and added to the PC value.
disp PC + disp x 2
(zero-extended)
24
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Table2.8 Addressing Modes and Effective Addresses (cont)

Addressing Instruction
Mode Format Effective Addresses Calculation Equation
PC relative Rn The effective address is the register PC value PC +Rn
(cont) plus Rn.
Immediate #imm:8 The 8-bit immediate data (imm) for the TST, —
AND, OR, and XOR instructions is zero-extended.
#imm:8 The 8-bit immediate data (imm) for the MOV, —
ADD, and CMP/EQ instructions is sign-extended.
#imm:8 The 8-bit immediate data (imm) for the TRAPA —
instruction is zero-extended and quadrupled.
233 Instruction Formats

Table 2.9 shows instruction formats and source and destination operands. The meaning of the

operands depends on the instruction code. The following symbols are used in the table:

xxxx: Instruction code
mmmm; Source register
nnnn: Destination register
iiii: Immediate data
dddd: Displacement

HITACHI
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Table2.9

Instruction Formats

Destination
Instruction Format Source Operand  Operand Example
0 format — — NOP
15 0
| XXXX  XXXX  XXXX  XXXX
n format — nnnn: Register MOVT Rn
15 0 direct
| xxxx| nnnn | XXXX  XXXX
Control register or  nnnn: Register STS MACH, Rn
system register direct
Control register or  nnnn: Register STC.L SR @Rn
system register indirect with
pre-decrement
m format nmmm Register Control register or LDC Rm SR
15 o direct system register

| XXXX |nwnnnn| XXXX

XXXX

nmm Register
indirect with
post-increment

Control register or
system register

LDC. L @rmt, SR

nmmm Register — JW  @m
indirect
mmmmt PC relative — BRAF Rm

using Rm
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Table2.9

Instruction Formats (cont)

Destination
Instruction Format Source Operand  Operand Example
nm format nmmmt Register nnnn: Register ADD Rm Rn
direct direct
nmrm Register nnnn: Register MOV.L Rm @n
| XXXX | nnnn |mmmm| XXXX direct indirect
mmmm Register MACH, MACL MAC. W
indirect with post- @mt+, @+

increment (multiply-
and-accumulate)

nnnn: Register
indirect with post-
increment (multiply-
and-accumulate)*

mmmm Register
indirect with
post-increment

nnnn: Register
direct

MOV.L @Rmt, Rn

nmmmt Register
direct

nnnn: Register
indirect with
pre-decrement

MV.L Rm @Rn

nmmm Register nnnn: Indexed MOV. L
direct register indirect RmM @ RO, Rn)
md format nmmmdddd: RO (Register MOV. B
15 0 Register indirect direct) @di sp, Rn), RO
| XXXX  XXXX |mmmm| dddd with displacement
nd4 format RO (Register direct) nnnndddd: MOV. B
15 Riﬁizt.er Iindirect t RO, @di sp, Rn)
| XXXX | XXXX | nnnn| dddd with displacemen
nmd format nmmmt Register nnnndddd: MOV. L
direct Register indirect gy @di sp, Rn)
| XXXX | nnnn |mmmm| dddd with displacement
mmmdddd: nnnn: Register MOV. L
Register indirect direct @di sp, R, Rn

with displacement

HITACHI
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Table2.9

Instruction Formats (cont)

Destination
Instruction Format Source Operand  Operand Example
d format dddddddd: GBR RO (Register MOV. L
15 o indirect with direct) @di sp, GBR), RO
XXXX  XXxxX | dddd dddd displacement
RO (Register direct) dddddddd: GBR  Mov. L
indirect with RO, @di sp, GBR)
displacement
dddddddd: PC RO (Register MOVA
relative with direct) @di sp, PO), RO
displacement
dddddddd: PC — BF | abel
relative
d12 format dddddddddddd: — BRA | abel
15 0 PC relative
| %o | dddd  dddd  dddd (label = disp + PC)
nd8 format dddddddd: PC nnnn: Register MOV. L
15 o relative with direct @di sp, PO), Rn
[ ooo [ nnnn [ dddd ddaq |~ sPlacement
i format piiiiiii: Indexed GBR AND. B
Immediate indirect # mm @ RO, GBR)
15 0 Piiiiiii: RO (Register AND #i mm RO
XXXX XXxX | diii diii Immediate direct)
piiiiiii: — TRAPA #i mm
Immediate
ni format piiiiiii: nnnn: Register ADD #i mm Rn
15 0 Immediate direct
|xxxx|nnnn|iiii iiii
Note: In multiply-and-accumulate instructions, nnnn is the source register.
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24 Instruction Set

241 Instruction Set by Classification

Table2.10 Instruction Set by Classification
Operation Number of
Classification Types Code Function Instructions
Data transfer 5 MOV Data transfer, immediate data transfer, 39
peripheral module data transfer, structure data
transfer
MOVA Effective address transfer
MOVT T bit transfer
SWAP Swap of upper and lower bytes
XTRCT Extraction of middle of connected registers
Arithmetic 21 ADD Binary addition 33
operations ADDC Binary addition with carry
ADDV Binary addition with overflow check
CMP/cond Comparison
DIV1 Division
DIVOS Initialization of signed division
DIVOU Initialization of unsigned division
DMULS Signed double-length multiplication
DMULU Unsigned double-length multiplication
DT Decrement and test
EXTS Sign extension
EXTU Zero extension
MAC Multiply-and-accumulate, double-length multiply-
and-accumulate operation
MUL Double-length multiplication
MULS Signed multiplication
MULU Unsigned multiplication
NEG Negation
NEGC Negation with borrow
SUB Binary subtraction
SUBC Binary subtraction with borrow
SUBV Binary subtraction with underflow check
29
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Table2.10 Instruction Set by Classification (cont)

Operation Number of
Classification Types Code Function Instructions
Logic 6 AND Logical AND 14
operations NOT Bit inversion

OR Logical OR

TAS Memory test and bit set

TST Logical AND and T bit set

XOR Exclusive OR
Shift 10 ROTL One-bit left rotation 14

ROTR One-bit right rotation

ROTCL One-bit left rotation with T bit

ROTCR One-bit right rotation with T bit

SHAL One-bit arithmetic left shift

SHAR One-bit arithmetic right shift

SHLL One-bit logical left shift

SHLLn n-bit logical left shift

SHLR One-bit logical right shift

SHLRn n-bit logical right shift
Branch 9 BF Conditional branch, conditional branch with 11

delay (T = 0)
BT Conditional branch, conditional branch with
delay (T = 1)

BRA Unconditional branch

BRAF Unconditional branch

BSR Branch to subroutine procedure

BSRF Branch to subroutine procedure

JMP Unconditional branch

JSR Branch to subroutine procedure

RTS Return from subroutine procedure
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Table2.10 Instruction Set by Classification (cont)

Operation Number of
Classification Types Code Function Instructions
System 11 CLRT T bit clear 31
control CLRMAC  MAC register clear

LDC Load to control register

LDS Load to system register

NOP No operation

RTE Return from exception handling

SETT T bit set

SLEEP Shift to power-down state

STC Store control register data

STS Store system register data

TRAPA Trap exception handling

Total:62 142
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Table2.11 Instruction Code Format

Item Format Explanation

Instruction OP. Sz OP: Operation code

mnemonic SRC, DEST Sz: Size (B: byte, W: word, or L: longword)
SRC: Source

DEST: Destination

Rm: Source register
Rn: Destination register
imm: Immediate data
disp: Displacement*!

Instruction MSB - LSB mmmm: Source register
code nnnn: Destination register
0000: RO
0001: R1
1111: R15

iii: Immediate data
dddd: Displacement

Operation o, e Direction of transfer
summary (xX) Memory operand
M/QIT Flag bits in SR
& Logical AND of each bit
| Logical OR of each bit
A Exclusive OR of each bit
~ Logical NOT of each bit
<<n, >>n n-bit shift
Execution — Value when no wait states are inserted*?
states
T bit — Value of T bit after instruction is executed. An em-dash (—)

in the column means no change.

Notes: 1. Depending on the operand size, displacement is scaled x1, x2, or x3. For details, see
the SH-1/SH-2 programming manual.

2. Instruction execution states: The execution states shown in the table are minimums.
The actual number of states may be increased when:

« Contention occurs between instruction fetch and data access

¢ The destination register of the load instruction (memory - register) and the register
used by the next instruction are the same.
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Table2.12 Data Transfer Instructions

Execu-
tion T
Instruction Instruction Code Operation States  Bit
MoV #i mm Rn 1110nnnniiiiiiii  #mm - Sign extension - 1 —
Rn
MOV. W @disp, PC),Rn 1001nnnndddddddd (disp x 2 + PC) - Sign 1 —
extension — Rn
MWW.L @disp, PC),Rn 1101nnnndddddddd (disp x4+ PC) -~ Rn 1 —
MoV Rm Rn 0110nnnnnmmm©D011 Rm - Rn 1 —
MOV. B Rm @Rn 0010nnnnmmmOD000 Rm - (Rn) 1 —
MOV. W Rm @Rn 0010nnnnmmMm0001 Rm - (Rn) 1 —
MOV. L Rm @un 0010nnnnmMmMmMOD010 Rm - (Rn) 1 —
MOV. B @m Rn 0110nnnnmmmD000 (Rm) - Sign extension - 1 —
Rn
MOV. W @m Rn 0110nnnnmmm©D001  (Rm) - Sign extension - 1 —
Rn
MOV.L @Rm Rn 0110nnnnmmm0010 (Rm) - Rn 1 —
MV. B Rm @-Rn 0010nnnnmmMmOD100 Rn-1 - Rn, Rm - (Rn) 1 —
MOV. W Rm @-Rn 0010nnnnmmMmO101 Rn-2 - Rn, Rm - (Rn) 1 —
MOV.L Rm @-Rn 0010nnnnmmMmO0110 Rn-4 - Rn,Rm - (Rn) 1 —
MOV. B @Rm+, Rn 0110nnnnmmMmOD100 (Rm) - Sign extension —» 1 —
Rn,Rm+1 - Rm
MOV. W @mt, Rn 0110nnnnmmmO0101 (Rm) - Sign extension - 1 —
Rn,Rm+2 -~ Rm
MOV. L @Rm+, Rn 0110nnnnmmMmO110 (Rm) - Rn,Rm+4 - Rm 1 —
MOV. B RO, @di sp, Rn) 10000000nnnndddd RO - (disp + Rn) 1 —
MOV. W RO, @di sp, Rn) 10000001nnnndddd RO - (disp x2 + Rn) 1 —
M. L Rm @di sp, Rn) 0001nnnnmmmdddd Rm - (disp x4 + Rn) 1 —
MOV.B @disp, R, R0 10000100mmmdddd (disp + Rm) - Sign 1 —
extension —» RO
MOV. W @disp, R1), R0 10000101mmmdddd (disp x2 + Rm) - Sign 1 —
extension - RO
MOV.L @disp, R, Rn 0101nnnnmmmmdddd (disp x4 + Rm) - Rn 1 —
MOV. B Rm @ RO, Rn) 0000nnnnmMmMMO100 Rm - (RO + Rn) 1 —
MOV. W Rm @ RO, Rn) 0000nnnnmMmMOD101 Rm - (RO + Rn) 1 —
MOV. L Rm @ RO, Rn) 0000nnnnmmmMD110 Rm - (RO + Rn) 1 —
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Table2.12 Data Transfer Instructions (cont)

Execu-
tion T

Instruction Instruction Code Operation States  Bit

MWV.B @RO,RmM, Rn 0000NnnnnmmML100 (RO + Rm) - Sign 1 —
extension - Rn

MOV. W @ RO, Rm, Rn 0000nnnnmmMML101 (RO + Rm) - Sign 1 —
extension — Rn

MW.L @RO,RmM,Rn 0000nnnnmmmM1110 (RO + Rm) - Rn 1 —

MOV. B RO, @di sp, GBR) 11000000dddddddd RO - (disp + GBR) 1 —

MOV. W RO, @di sp, GBBR) 11000001dddddddd RO - (disp x2 + GBR) 1 —

MOV.L RO, @di sp, GBR) 11000010dddddddd RO - (disp x4 + GBR) 1 —

MV.B @disp, GBR), RO 11000100dddddddd (disp + GBR) - Sign 1 —
extension —» RO

MOV. W @di sp, GBR), RO 11000101dddddddd (disp x2 + GBR) - Sign 1 —
extension - RO

MOV.L @disp, GBBR), RO 11000110dddddddd (disp x4 + GBR) - RO 1 —

MWVA @disp,PC), R0 11000111dddddddd disp x4 + PC - RO 1 —

MVT  Rn 0000nnNnn00101001 T - Rn 1 —

SWAP. B Rm Rn 0110nnnnmmm1000 Rm - Swap the bottom 1 —
two bytes — Rn

SWAP. WRm Rn 0110nnnnmmmil001 Rm - Swap two 1 —
consecutive words - Rn

XTRCT Rm Rn 0010nnnnmmm101 Rm: Middle 32 bits of 1 —
Rn - Rn
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Table2.13 Arithmetic Instructions

Execution
Instruction Instruction Code Operation States T Bit
ADD Rm Rn 0011nnnnmml100 Rn+Rm - Rn 1 —
ADD #imm Rn  O0l1llnnnniiiiiiii Rn+imm - Rn 1 —
ADDC Rm Rn 0011nnnnmmm1l110 Rn+Rm+T - Rn, 1 Carry
Carry - T
ADDV Rm Rn 0011lnnnnmmmilll Rn+Rm - Rn, 1 Overflow
Overflow - T
CVP/ EQ #imm RO 10001000iiiiiiii HRO=imm,1 - T 1 Comparison
result
CVWP/ EQ Rm Rn 0011nnnnmmm0000 IfRn=Rm,1 - T 1 Comparison
result
CMP/ HS Rm Rn 0011nnnnnmmm®D010 If Rn=Rm with 1 Comparison
unsigned data, 1 - T result
CWP/ CE Rm Rn 0011nnnnmmm0011 If Rn = Rm with 1 Comparison
signeddata, 1 - T result
CVP/ HI Rm Rn 0011nnnnnmmm®D110 If Rn > Rm with 1 Comparison
unsigned data, 1 - T result
CWP/ GT Rm Rn 0011nnnnmmm0111 If Rn > Rm with 1 Comparison
signeddata, 1 - T result
CWVP/ PZ Rn 0100nnnn00010001 IfRNn=0,1 T 1 Comparison
result
CWVP/ PL Rn 0100nnnn00010101 IfRn>0,1 - T 1 Comparison
result
CMWP/ ST Rm Rn 0010nnnnnmmm1.100 If Rn and Rm have 1 Comparison
an equivalent byte, result
1T
Dl v1 Rm Rn 0011nnnnmmmD100 Single-step division 1 Calculation
(Rn +Rm) result
DI VOS Rm Rn 0010nnnnnmmm0111 MSB of Rn - Q, 1 Calculation
MSB of Rm - M, result
MAQ - T
DI VOU 0000000000011001 0O - M/QIT 1 0
DMULS. Rm Rn 0011lnnnnnmmmil101 Signed operation of 2to 4" —

Rn xRm - MACH,
MACL 32 x32 - 64
bits
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Table2.13 Arithmetic Instructions (cont)

Instruction

Instruction Code

Operation

Execution
States

T Bit

DMULU. L Rm Rn

0011nnnnmmmmD101

Unsigned operation
of Rn xRm -
MACH, MACL 32 x
32 - 64 bit

2to 4"

DT Rn

0100nnnn00010000

Rn-1 - Rn, when
Rnis0,1 - T

When Rn is nonzero,
0-T

Comparison
result

EXTS.B Rm Rn

0110nnnnmmm1110

A byte in Rm is sign-
extended - Rn

EXTS. W Rm Rn

0110nnnnmmmi111

A word in Rm is sign-
extended - Rn

EXTU. B Rm Rn

0110nnnnmmm1.100

A byte in Rm is zero-
extended - Rn

EXTU. W Rm Rn

0110nnnnmmm1101

A word in Rm is zero-
extended - Rn

MAC. L @Rmt+, @GRn+

0000NnnNNnMMMMIL111

Signed operation of
(Rn) x(Rm) - MAC
- MAC 32 x32 -
64 bits

3/(2 to 4)"

MAC @Rmt+, @rn+

0100nnnnnmmmml111

Signed operation of
(Rn) x(Rm) + MAC
- MAC 16 x16 + 64
- 64 bits

3/(2)

MIL.L RmRn

0000nnnnmMMMOD111

Rn xRm - MACL,
32 x32 - 32 hits

2t0 4"

MJLS. W Rm Rn

0010nnnnmmmm1111

Signed operation of
Rn xRm - MAC 16
x16 - 32 bits

1to 3"

MULU. W Rm Rn

0010nnnnmmm1110

Unsigned operation
of Rn xRm - MAC
16 x16 - 32 hits

*

1to3

NEG Rm Rn

0110nnnnnmmml011

0-Rm - Rn

NEGC Rm Rn

0110nnnnmmm1010

0-Rm-T - Rn,
Borrow - T

Borrow
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Table2.13 Arithmetic Instructions (cont)

Execution
Instruction Instruction Code Operation States T Bit
SUB Rm Rn 0011nnnnmml000 Rn-Rm - Rn 1 —
SUBC RmRn 0011nnnnnmm1 010 Rn-Rm-T - Rn, 1 Borrow
Borrow - T
SUBY RmRn 0011lnnnnnmmm1011l Rn-Rm - Rn, 1 Underflow

Underflow — T

Note: The normal minimum number of execution cycles. (The number in parentheses is the
number of cycles when there is contention with preceding or following instructions.)

Table2.14 Logic Operation Instructions

Execu-
tion

Instruction Instruction Code Operation States T Bit
AND Rm Rn 0010nnnnnmmmmMM001 Rn&Rm - Rn 1 —
AND #i nm RO 1100100%iiiiiiii RO & imm - RO 1 —
AND. B #imm @RO, GBBR) 1100110%1iiiiiiii (RO + GBR) & imm - 3 —

(RO + GBR)
NOT Rm Rn 0110nnnnmmmD111 ~Rm - Rn 1 —
oR Rm Rn 0010nnnnmmmiL011 Rn|Rm - Rn 1 —
R #i nm RO 1100101%iiiiiiii RO | imm - RO 1 —
ORB #imm@RO,GBR) 1100122%iiiiiiii (RO + GBR) | imm - 3 —

(RO + GBR)
TAS.B @n 0100nnnn00011011 If(Rn)is0,1 - T;1 - 4 Test

MSB of (Rn) result
TST Rm Rn 0010nnnnmmmi000 Rn & Rm;iftheresultis 1 Test

0,1-T result
TST #i mm RO 11001000i iiiiiii RO & imm; if the resultis 1 Test

0,1-T result
TST.B #inmm @RO, GBBR) 11001100iiiiiiii (RO + GBR) & imm; if the 3 Test

resultis0,1 - T result
XOR Rm Rn 0010nnnnmMMM010 Rn”~Rm - Rn 1 —
XOR #i nm RO 11001010iiiiiiii RO~ imm - RO 1 —
XOR B #imm @RO, GBR) 11001110iiiiiiii (RO + GBR) ~imm - 3 —

(RO + GBR)
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Table2.15 Shift Instructions

Execution

Instruction Instruction Code Operation States T Bit
ROTL  Rn 0100nnnn00000100 T -« Rn - MSB 1 MSB
ROTR Rn 0100nnnn00000101 LSB - Rn - T 1 LSB
ROTCL Rn 0100nnnn00100100 T<Rn T 1 MSB
ROTCR Rn 0100nnnn00100101 T-Rn T 1 LSB
SHAL Rn 0100nnnn00100000 T<Rn-0 1 MSB
SHAR Rn 0100nnnn00100001 MSB - Rn - T 1 LSB
SHLL  Rn 0100nnnn00000000 T-Rn-0 1 MSB
SHLR Rn 0100nnnn00000001 O-Rn-T 1 LSB
SHLL2 Rn 0100nnnn00001000 Rn<<2 - Rn 1 —
SHLR2 Rn 0100nnnn00001001 Rn>>2 - Rn 1 —
SHLL8 Rn 0100nnnn00011000 Rn<<8 - Rn 1 —
SHLR8 Rn 0100nnnn00011001 Rn>>8 - Rn 1 —
SHLL16 Rn 0100nnnn00101000 Rn<<16 - Rn 1 —
SHLR16 Rn 0100nnnn00101001 Rn>>16 - Rn 1 —
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Table2.16 Branch Instructions

Execution T

Instruction Instruction Code Operation States Bit

BF | abel 10001011dddddddd IfT=0,dispx2+PC - PC;ifT= 3/1" —
1, nop

BF/'S | abel 10001111dddddddd Delayed branch, if T=0, disp x2 + 2/1" —
PC - PC;if T =1, nop

BT | abel 10001001dddddddd Delayed branch, if T =1, disp x2 + 3/1" —
PC - PC;if T=0, nop

BT/S | abel 10001101dddddddd IfT=1,dispx2+PC - PC;ifT= 2/1" —
0, nop

BRA | abel 1010dddddddddddd Delayed branch, disp x2 + PC - 2 —
PC

BRAF Rm 0000mM00100011 Delayed branch, Rm + PC - PC 2 —

BSR | abel 1011dddddddddddd Delayed branch, PC - PR, disp x 2 —
2+PC - PC

BSRF Rm 0000mMMD0000011 Delayed branch, PC - PR, 2 —
Rm+ PC - PC

JWVP @m 0100mmMm00101011 Delayed branch, Rm - PC 2 —

JSR @Rm 0100mmMmD0001011 Delayed branch, PC - PR, 2 —
Rm - PC

RTS 0000000000001011 Delayed branch, PR - PC 2 —

Note: One state when the instruction does not branch.

39

HITACHI



Table2.17 System Control Instructions

Execu-

tion T
Instruction Instruction Code Operation States  Bit
CLRT 0000000000001000 O - T 1
CLRVAC 0000000000101000 O - MACH, MACL 1 —
LDC Rm SR 0100mmMmD0001110 Rm - SR 1 LSB
LDC Rm GBR 0100mMm00011110 Rm - GBR 1 —
LDC Rm VBR 0100mmmMD0101110 Rm - VBR 1 —
LDC. L @mt, SR 0100mmMm00000111 (Rm) - SR,Rm+4 - Rm 3 LSB
LDC. L @m+, GBBR 0100nmmmD0010111 (Rm) - GBR,Rm+4 - Rm 3 —
LDC. L @m+, VBR 0100mmmmD0100111 (Rm) - VBR,Rm+4 - Rm 3 —
LDS Rm MACH 0100mmMmMD0001010 Rm - MACH 1 —
LDS Rm MACL 0100mMm00011010 Rm - MACL 1 —
LDS Rm PR 0100mmm®D0101010 Rm - PR 1 —
LDS. L @ m+, MACH 0100mmmmD0000110 (Rm) - MACH,Rm+4 - Rm 1 —
LDS. L @m+, MACL 0100mmm®D0010110 (Rm) - MACL,Rm+4 - Rm 1 —
LDS. L @Rm+, PR 0100mmmMD0100110 (Rm) - PR,Rm+4 - Rm 1 —
NOP 0000000000001001 No operation 1 —
RTE 0000000000101011 Delayed branch, stack area - 4 —

PC/SR

SETT 0000000000011000 1 - T 1 1
SLEEP 0000000000011011  Sleep 3 —
STC SR, Rn 0000nnNnn00000010 SR - Rn 1 —
STC GBR, Rn 0000nnnn00010010 GBR - Rn 1 —
STC VBR, Rn 0000nnnn00100010 VBR - Rn 1 —
STC.L SR, @Rn 0100nnnn00000011 Rn-4 - Rn, SR - (Rn) 2 —
STC.L GBR @Rn 0100nnnn00010011 Rn—4 - Rn, GBR - (Rn) 2 —
STC.L VBR @Rn 0100nnnn00100011 Rn-4 - Rn, VBR - (Rn) 2 —
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Table2.17 System Contral Instructions (cont)

Execu-

tion T
Instruction Instruction Code Operation States  Bit
STS MACH, Rn 0000nnnn00001010 MACH - Rn 1 —
STS MACL, Rn 0000nnnn00011010 MACL - Rn 1 —
STS PR, Rn 0000nnnn00101010 PR - Rn 1 —
STS.L MACH, @Rn 0100nnnn00000010 Rn—4 - Rn, MACH - (Rn) 1 —
STS.L MACL, @Rn 0100nnnn00010010 Rn-4 - Rn, MACL - (Rn) 1 —
STS.L PR, @Rn 0100nnnn00100010 Rn-4 - Rn, PR - (RN) 1 —
TRAPA #i mm 1100002%iiiiiiii PC/SR - stack area, (imm) - 8 —

PC

Note: The number of execution states before the chip enters the sleep mode.

Instruction states: The values shown for the execution states are minimums. The actual
number of states may be increased when:

» Contention occurs between instruction fetch and data access

» The destination register of the load instruction (memory - register) and the register used
by the next instruction are the same.
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242

Operation Code Map

Table2.18 Operation Code Map

Instruction Code Fx: 0000 Fx: 0001 Fx: 0010 Fx: 0011-1111
MSB LSB MD: 00 MD: 01 MD: 10 MD: 11
0000 |Rn Fx | 0000
0000 |[Rn  |Fx | 0001
0000 [Rn |Fx [0010 |STC SR Rn STC GBR, Rn STC VBR, Rn
0000 |[Rm |Fx |0011 BSRF Rm BRAF Rm
0000 |Rn Rm | 01MD |MOV.B RM MOV. W RM MOV. L RM MJL. L Rm Rn
@ R0, Rn) @ R0, Rn) @ RO, Rn)
0000 | 0000 |Fx |1000 CLRT SETT CLRVAC
0000 | 0000 |Fx |1001 |NOP DI VOU
0000 | 0000 |Fx | 1010
0000 | 0000 |Fx |1011 RTS SLEEP RTE
0000 |[Rn  |Fx | 1000
0000 [Rn |Fx [1001 MOVT Rn
0000 |Rn Fx |1010 STS MACH, Rn |STS MACL, Rn |STS PR Rn
0000 |[Rn  |Fx |1011
0000 |Rn Rm|11MD |MOV.B MoV. W MOV. L MAC. L
@RO,Rm, R |@RO,Rm), R0 |@RO, Rm), R | @Rmt, @R+
0001 |Rn Rm | disp MOV. L Rm @di sp: 4, Rn)
0010 |Rn Rm|00MD |MOV.B Rm @un |[MOV. WRm @n |MOV. L Rm @n
0010 |Rn Rm|01MD |MOV.B Rm MOV. W Rm MOV. L Rm DI VOS Rm Rn
@Rn @-Rn @-Rn
0010 |Rn Rm | 10MD |TST Rm Rn AND Rm Rn XOR Rm Rn OR Rm Rn
0010 |Rn Rm | 11MD |CWP/ STR XTRCT MJULU. WRm Rn | MULS. W Rm Rn
Rm Rn Rm Rn
0011 |Rn Rm 0OMD |CMP/ EQ Rm Rn CWP/ HS Rm Rn |CMP/ GE Rm Rn
0011 |Rn Rm 01MD |DIV1 Rm Rn DMULU. L CW/ H RmRn | CW/ GT Rm Rn
Rm Rn
0011 |Rn Rm|10MD |SUB Rm Rn SUBC Rm Rn SUBV Rm Rn
0011 |Rn Rm|11MD |ADD Rm Rn DMULS. L ADDC Rm Rn ADDV Rm Rn
Rm Rn
0100 |Rn Fx | 0000 SHLL Rn DT Rn SHAL Rn
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Table2.18 Operation Code Map (cont)

Instruction Code Fx: 0000 Fx: 0001 Fx: 0010 Fx: 0011-1111
MSB LSB |MD: 00 MD: 01 MD: 10 MD: 11
0100 |Rn Fx |0001 |SHLR Rn CWP/ PZ Rn SHAR Rn
0100 |Rn Fx |0010 |STS.L MACH, STS. L MACL, STS. L PR,

@Rn @Rn @Rn
0100 |Rn Fx |0011 |STC. L STC. L STC. L
SR, @-Rn GBR, @-Rn VBR, @-Rn
0100 |Rn Fx (0100 |ROTL Rn ROTCL Rn
0100 |Rn Fx (0101 |ROTR Rn CWP/ PL Rn ROTCR Rn
0100 |Rm Fx |0110 |LDS.L LDS. L LDS. L
@mt+, MACH @ mt+, MACL @mt, PR
0100 |Rm Fx (0111 |LDC.L LDC. L LDC. L
@rmt+, SR @mt, GBR @mt, VBR
0100 |Rn Fx 1000 |SHLL2 Rn SHLL8 Rn SHLL16 Rn
0100 |Rn Fx 11001 |SHLR2 Rn SHLR8 Rn SHLR16 Rn
0100 |Rm Fx 11010 |LDS Rm MACH |LDS Rm MACL |LDS Rm PR
0100 |Rm/Rn|Fx |1011 |JSR @m TAS. B @n JMP @Rm
0100 |Rm Fx 11100
0100 |Rm Fx 11101
0100 |Rm Fx [1110 |LDC Rm SR LDC Rm GBR LDC Rm VBR
0100 |Rn Rm 1111 |MAC. W @+, @Rn+
0101 |Rn Rm |disp |MOV.L @disp:4,Rn), Rn
0110 |Rn Rm |OOMD [MOV. B @m Rn |MOV. W @m Rn |MOV. L @m Rn | MOV Rm Rn
0110 |Rn Rm |01MD | MOV. B MoV, W MOV. L NOT
@mt, Rn @Rr#, Rn @R+, Rn Rm Rn
0110 |Rn Rm |10MD |SWAP. B Rm Rn | SWAP. W Rm Rn | NEGC Rm Rn NEG Rm Rn
0110 |Rn Rm |11MD |EXTU. B Rm Rn |[EXTU. WRm Rn |EXTS. B Rm Rn | EXTS. W Rm Rn
0111 |Rn imm ADD #i mm 8, Rn
1000 |[OOMD |Rn |disp |MOV.B RO, MOV. W RO,
@disp:4,Rn) @disp:4,Rn)
1000 [0OIMD |Rm |disp |MOV. B MoV, W
@di sp: 4, @di sp: 4,
Rm) , RO Rm . RO
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Table2.18 Operation Code Map (cont)

Instruction Code Fx: 0000 Fx: 0001 Fx: 0010 Fx: 0011-1111
MSB LSB |MD: 00 MD: 01 MD: 10 MD: 11
1000 |10MD | imm/disp |CMP/ EQ BT label:8 BF label:8

#i mm 8, RO
1000 |10MD | imm/disp BT/S label:8 BF/S label:8
1001 |Rn disp MOV. W @ di sp: 8, PC), Rn
1010 disp BRA | abel : 12
1011 disp BSR | abel : 12
1100 |OOMD | imm/disp |MOV. B RO, MOV.W RO, MOV.L RO, TRAPA #imm:8
@di sp: 8, @(disp:8, @(disp:8,
GBR) GBR) GBR)
1100 |01MD disp MOV. B MOV.W MOV.L MOVA
@ di sp: 8, @(disp:8, @(disp:8, @(disp:8,
GBR), RO GBR),R0 GBR),R0 PC),RO
1100 [10MD imm TST AND XOR OR
#imm 8, RO #imm:8,R0O #imm:8,R0O #imm:8,R0O
1100 [11MD imm TST.B AND.B XOR.B OR.B
#i mm 8, #imm:8, #imm:8, #imm:8,
@ RO, GBR) @(R0O,GBR) @(R0O,GBR) @(R0O,GBR)
1101 |Rn disp MOV. L @disp: 8, PC), Rn
1110 |Rn imm MOV #i nm 8, Rn
1111
2.5 Processing States
251 State Transitions

The CPU has five processing states. reset, exception handling, bus-released, program execution,
and power-down. Figure 2.6 shows the transitions between the states. See section 14, Power-

Down State, for more information on the power-down state.
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From any state when
RES=0and NMI =1

From any state when
RES =0 and NMI =0

A 4 RES =0, NMI =0
—
-«

Interrupt or DMA
address error

Exception handling state

1
Bus request
cleared .
Bus request NMI interrupt
generated
Exception Exception
handling
ends
Bus request
generated Bus request
cleared
\ 4
Bus request Bus request )
generated cleared Program execution state
SLEEP 4 SLEEP
instruction with instruction with
SBY bit cleared _MSTP MSTP SBY bit set
bit cleared bit set
Sleep mode
A

Standby mode
4 !

Module standby

Power-down state

Figure2.6 Transitions between Processing States
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Reset State: The CPU resetsin the reset state. This occurs when the RES pin level goes low.
When the NMI pinis high, the result is a power-on reset; when it islow, a manual reset will occur.

Exception Handling State: The exception handling state is atransient state that occurs when an
exception handling source such as areset or interrupt alters the CPU’ s processing state flow.

For areset, theinitia values of the program counter (PC) (execution start address) and stack
pointer (SP) are fetched from the exception vector table and stored; the CPU then branches to the
execution start address and execution of the program begins.

For an interrupt, the stack pointer (SP) is accessed and the program counter (PC) and status
register (SR) are saved to the stack area. The exception service routine start address is fetched
from the exception processing vector table; the CPU then branches to that address and the program
starts executing, thereby entering the program execution state.

Program Execution State: In the program execution state, the CPU sequentially executes the
program.

Power-Down State: In the power-down state, the CPU operation halts and power consumption
declines. The SLEEP instruction places the CPU in the power-down state. This state has two
modes: sleep mode and standby mode. See section 2.5.2 for more details.

Bus-Released State: In the bus-released state, the CPU releases the bus to the device that has
regquested it.

25.2 Power-Down State

Besides the ordinary program execution states, the CPU also has a power-down state in which
CPU operation halts, lowering power consumption (table 2.19). There are two power-down state
modes, sleep mode and standby mode, and also a module standby function.

Sleep Mode: When standby bit SBY (in the standby control register SBYCR) iscleared to 0 and a
SLEEP instruction executed, the CPU moves from program execution state to sleep mode. The on-
chip peripheral modules other than the CPU do not halt in the sleep mode. To return from sleep
mode, use areset, any interrupt, or aDMA address error; the CPU returnsto the ordinary program
execution state through the exception handling state.

Softwar e Standby Mode: To enter the standby mode, set the standby bit SBY (in the standby
control register SBY CR) to 1 and execute a SLEEP instruction. In standby mode, al CPU, on-chip
peripheral module, and oscillator functions are halted. When entering the standby mode, confirm
that the DMAC master enable bit is 0. If amultiply instruction isin progress on entry to standby
mode, the MACL and MACH registerswill be invalid. CPU internal register contents and on-chip
RAM data are retained. Cache (and on-chip RAM) datais not retained.
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To return from standby mode, use areset or an external NMI interrupt. For resets, the CPU returns
to the ordinary program execution state through the exception handling state when placed in a
reset state after the oscillator stabilization time has elapsed. For NMI interrupts, the CPU returns
to the ordinary program execution state through the exception handling state after the oscillator
stabilization time has elapsed. Turn the cache off before entering standby mode. In this mode,
power consumption drops substantially because the oscillator stops.

M odule Standby Function: The module standby function is available for the multiplier (MULT),
divider (DIVU), 16-hit free-running timer (FRT), serial communication interface (SCI), and DMA
controller (DMAC) on-chip peripheral modules.

The supply of the clock to these on-chip peripheral modules can be halted by setting the
corresponding bits 4-0 (MSTP4-MSTPO) in the standby control register (SBY CR). By using this
function, the power consumption can be reduced.

The external pins of the on-chip peripheral modules in modul e standby mode are reset and all
registers except DMAC, MULT, and DIVU areinitiaized. The module standby function is cleared
by clearing the M STP4A-M STPO bitsto 0.

When MULT has entered the software standby mode, do not execute the DMULS.L, DMULU.L,
MAC.L, MAC.W, MUL.L, MULS, and MULU instructions (all of which are multiply
instructions) or any instructions that access the MACH and MACL registers (CLRMAC, LDS
MACH/MACL, STSMACH/MACL).

When the DMAC module standby function is used, set the DMAC’'s DMA master enable bit to 0.
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Table2.19 Power-Down State

State
On-Chip
Peripheral CPU
Mode Conditions Clock CPU Modules Registers RAM Canceling
Sleep Execute Active Halted Active Held Held 1. Interrupt
_SLEEP' 2. DMA
|n§truct|on . address
with SBY bit error
clearedto O
in SBYCR 3. Power-on
reset
4. Manual
reset
Standby Execute Halted Halted Halted and Held Undefined 1. NMI
L
_SLEEP_ initialized 2. Power-on
m_structlon _ reset
with SBY bit
setto 1in 3. Manual
SBYCR reset
Module  MSTP4- Active Active  Supply of clock Held Held Clear hits
standby  MSTPO bits (MULT to affected MSTP 4-0 of
of SBYCR is module is halted SBYCR to O
setto 1 halted.) and module
initialized. "2

Notes: 1. Depends on peripheral module and pin.

2. The DMAC, MULT, and DIV registers and the specified interrupt vectors retain their
settings.
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Section 3 Oscillator Circuits and Operating Modes

31 Overview
Operation of the on-chip clock pulse generator, CS0 area bus width specification, and switching

between master and slave modes are controlled by the operating mode pins. A crystal resonator or
external clock can be selected as the clock source.

3.2 On-Chip Clock Pulse Generator and Operating Modes

321 Clock Pulse Generator

A block diagram of the on-chip clock pulse generator circuit is shown in figure 3.1.

Standby
CAP1 D D control signal
CKIO D * PLL circuit 1 » Clock
A

Oscillator —>| PLL circuit 2 I—
XTAL
[ ] .

CKPREQ/
CKM
Clock mode pins L
o Clock mode
MD2 D d control circuit <

CKPACK* < Note: See section 14.4.4, Clock Pause Function

Figure3.1 Block Diagram of Clock Pulse Generator Circuit
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Pin Configuration: Table 3.1 lists the functions relating to the pins relating to the oscillator
circuit.

Table3.1 Pin Functions

Pin Name 110 Function

CKIO 110 External clock input pin or internal clock output pin

XTAL (@) Connects to the crystal resonator.

EXTAL | Connects to the crystal resonator or to the external clock input when
using PLL circuit 2.

CAP1 | Connects to capacitance for operating PLL circuit 1.

CAP2 | Connects to capacitance for operating PLL circuit 2.

MDO | The level applied to these pins specifies the clock mode.

MD1 |

MD2 |

CKPREQ/CKM | Used as the clock pause request pin, or specifies operation of the crystal
oscillator.

PLL Circuit 1: PLL circuit 1 eliminates phase differences between external clocks and clocks
supplied internally within the chip. In high-speed operation, the phase difference between the
reference clocks and operating clocks in the chip directly affects the interface margin with
peripheral devices. On-chip PLL circuit 1 is provided to eliminate this effect.

PLL circuit 1 can also make the phase difference between the clocks 90 degrees, enabling high-
speed interface with synchronous DRAM.

PLL Circuit 2: PLL circuit 2 either leaves unchanged, doubles, or quadruples the frequency of
clocks provided from the crystal resonator or the EXTAL pin external clock input for the chip
operating frequency. The frequency modification register sets the clock frequency multiplication
factor.
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322 Clock Operating Mode Settings
Table 3.2 lists the functions and operation of clock modes 0 to 6.
Note that TBP-176 package products can only be used in clock modes 4 to 6.

Table3.2 Operating Modes

Clock Mode Function/Operation Clock Source

0 PLL circuits 1 and 2 operate. A clock with the same phase as Crystal resonator/
the internal chip clock is output from the CKIO pin. External clock input

1 PLL circuits 1 and 2 operate. A clock shifted 90° from the Crystal resonator/
CKIO pin output is supplied to the internal chip clock. External clock input

2 Only PLL circuit 2 operates. The clock from PLL circuit 2 is Crystal resonator/
output from the CKIO pin. Phases are not matched in this External clock input
mode.

3 Only PLL circuit 2 operates. The CKIO pin is high impedance. Crystal resonator/
Phases are not matched in this mode. External clock input

4 Set this mode when the CKIO pin inputs a clock having a External clock input

frequency equivalent to the object operating frequency and
PLL circuit 1 synchronizes the phases of the input clock and
the internal clock.

5 Set this mode when the CKIO pin inputs a clock having a External clock input
frequency equivalent to the object operating frequency and
PLL circuit 1 shifts the phases of the input clock and internal
clock by 90 degrees.

6 Set this mode when a clock having a frequency equivalent to  External clock input
that of clocks input from the CKIO pin are used. PLL circuits 1
and 2 do not operate.

When clock modes O to 3 are selected, the input frequency or its double or quadruple (produced by
PLL circuit 2) is used as the internal clock. When clock modes 4 to 6 are selected, the clock pause
function can modify the frequency of clocks input from the CK1O pin or can stop the sending of
clock signals (see section 14.4, Standby Mode). When clock modes 4 to 6 are set, PLL circuit 2
stops.

Table 3.3 lists the relationship between pins MD2 to MDO and the clock operating mode. Do not
switch the MD2-M DO pins while they are operating. Switching will cause operating errors.
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Table3.3 Clock ModePin Settingsand States

Pin*1
Clock CKPREQ/
Mode MD2 MD1 MDO CKM EXTAL  XTAL CKIO Internal Clock
0 0 0 0 0 Clock Open Output Synchronized to a
1 input phase difference of
Crystal  Crystal 0" from CKIO by PLL
oscillation oscillation circuit 1
1 0 0 1 0 Clock Open Output Synchronized to a
1 input phase difference of
Crystal  Crystal 90" from CKIO by
oscillation oscillation PLL circuit 1
2 0 1 0 0 Clock Open Output CKIO
1 input
Crystal Crystal
oscillation oscillation
3 0 1 1 0 Clock Open High PLL circuit 2 output
1 input impe-
Crystal  Crystal ~ dance
oscillation oscillation
4 1 0 0 *2 Open Open Clock Synchronized to a
input phase difference of
0° from CKIO by PLL
circuit 1
5 1 0 1 Open Open Clock Synchronized to a
input phase difference of
90° from CKIO by
PLL circuit 1
6 1 1 0 Open Open Clock CKIO
input

Notes: 1. Do not use in combinations other than those listed.
2. In clock modes 4, 5, and 6, CKPREQ/CKM functions as the clock pause request pin.
3. For TBP-176 package products, only clock mode 4, 5, or 6 can be selected.

323 Connecting a Crystal Resonator

Connecting a Crystal Resonator : Figure 3.2 shows how to connect a crystal resonator. Use the
value shown in table 3.4 for the damping resistance Rd. The crystal resonator should be an AT-cut
parallel-resonance type. Be sure to connect load capacitors (CL1, CL2) as shown in the figure.
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—+— High level
ABEEA. The CKIO pin is an output in clock
CKPREQ/CKM modes 0,1, and 2. In mode 3,
) it is high impedance.
CKIO Qutput or high
impedance
o
EXTAL _L il ,J;
= cL2
e CL1=CL2 = 18 pF—22 pF
XTAL MY {1 p p
Rd

Figure3.2 Example of Crystal Resonator Connection
Table3.4 Damping Resistance (Reference Values)

Frequency (MHz) 4 6

Rd (Q) 500 200

Crystal Resonator: Figure 3.3 shows a crystal resonator equivalent circuit. Use acrystal
resonator that has the characteristics shown in table 3.5.

EXTAL <—

Figure3.3 Crystal Resonator Equivalent Circuit
Table3.5 Crystal Resonator Characteristics (Reference Values)

Frequency (MHz)

Parameters 4 6 8
Rs max (Q) 120 100 80
Co max (pF) 7 pF max

HITACHI
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324 I nputting an External Clock

Input the external clock from the EXTAL pin or the CKI0O pin, depending on the clock mode.

Clock Input from the EXTAL

Pin: This can be used in clock modes 0,1, 2, and 3.

Ground level The CKIO pin is an output in clock

CKPREQ/CKM T
modes 0,1, and 2. In mode 3,

CKIO —

Output or high it is high impedance.

impedance

EXTAL [«— External clock input

XTAL —— Open

Figure3.4 Inputting External Clock

Clock Input from the CK10 Pin: This can be used in clock modes 4, 5, and 6.

CKPREQ/CKM

CKIO

EXTAL

XTAL

CKPREQ/CKM becomes the input
pin for clock pause requests

I E— External clock input

—— Open

-~

——— Open

Figure3.5 Inputting External Clock

3.25 Selecting Operating Frequency with a Register

PLL circuit 2 and the frequency

frequency in clock modes 0 to 3.

frequency modification register.
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Figure 3.6 shows a block diagram of PLL circuit 2 and the
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PLL circuit 2
XTAL v
, f f x4 [Frequency|f * 2 [Frequency|f * 1
[Oscillator || PLL =" | divider
EXTAL H v v
| Frequency selection circuit |——>
1

Frequency

modification register
y

A
Data bus

Figure3.6 Relationship between PLL Circuit 2 and the Frequency M odification Register

PLL circuit 2 includes the PLL circuit (which quadruples frequency f of clocks generated by the
oscillator) and frequency dividers, which divide the output of the PLL circuit by 2 or 4. The clocks
(fx1,fx2 andf x 4) areinput to the frequency selection circuit, where one is selected according
to the value set in the frequency modification register, and is then output from PLL circuit 2.

Frequency Modification Register: Thisregister isonly initialized by a power-on reset. It holds
its valuesin amanual reset and in standby mode. Table 3.6 shows the register configuration, and
the following figure shows the bit combinations and functions.

Table3.6 Frequency Modification Register

Register Abbrev. R/W Initial Value Address Access Size
Frequency modification register FMR R/W  H'00 H'FFFFFE9O0 8
Bit: 7 6 5 4 3 2 1 0
Bitname:| — | — | — | — | — | — | FR1 | FRO |
Initial value: 0 0 0 0 0 0 0 0
R/W: R R R R R R R/W R/W
Bit 1: FR1 Bit 0: FRO Description
0 0 No multiplication (Initial value)
1 x2 multiplication
1 0 x4 multiplication
1 Setting prohibited
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Bits 2—7 are reserved. They always read 0, and the write value should always be 0.

M odifying Freguencies: In the following modifications, the device is running in clock modes 0 to
3, and the operating frequency is left unchanged, doubled, or quadrupled using PLL circuit 2.

e Setthe TME hit to 0 in or above the oscillation settling time that specifies the on-chip WDT’s
overflow time.

» Set the frequency modification register to the target value. (The chip will go internally to
standby mode temporarily.)

e All circuitsinvolved in oscillation operate and the clock is supplied to the WDT. The WDT
overflows with this clock.

*  Whenthe WDT overflows, aclock at the frequency set within the chip begins to be supplied
and the chip returns from standby mode.

Frequency Maodification Guidelines:

« Only write to the frequency modification register while the cache is disabled.

« Thefrequency modification program is always in cache memory and so should be executed
utilizing the forced access space of the data array. Figure 3.7 shows how the frequency
modification register is set.

« When the frequency modification program is executed, execute an associative or forced purge
of the entriesin the data array used.

* Placeat least eight consecutive NOP instructions after an instruction that writes to the
frequency modification register.

Disable cache

v

Transfer the frequency
modification program
to the data array

v

Cache purge

'

Execute the frequency
modification program in
data array forced space

v

Next program

Figure3.7 Frequency Modification Flowchart
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Frequency Modification Register Setting Program (Sample)

; DEFI NE CONSTANTS

CLR .EQU H 00000000
WAI T TIME . EQU H 00080000
PURGE .EQU H 40000000
MAP_ROM . EQU H 00000000
MAP- 1 O .EQU H FFFFF000
DI RECT_ RW . EQU H CD000000
MDC FLCR .EQU H FFFFFE90
MDC CCR . EQU H FFFFFE92
WICSR .EQU H FFFFFES0

; Programinitialization

MOV. L #CLOCK2_START, RO
MOV. L #Dl RECT_RW R1
MOV. L #CLOCK2_END, R11
; Cache_CCR save, disable, and forced purge
MOV. L #MDC_CCR, R2
MOV. B @rR2, R6
MoV #H 00, R3 ; Di sabl e setting
MOV. B R3, @R2
MOV. B @rR2, R3 ; Dutmy read
MoV #H 10, R3 ; Forced purge setting
MOV. B R3, @2

Transfer frequency nodification programto the data array

PRG_TRNS
; Read fromthe main nenory
MOV. L @r0, R2
MOV. L @4, R0), R3™
MOV. L @8, R0), R4™
MOV. L @12,R0),R5™"
; Wite to the data array
MOV. L R2, @r1
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MOV. L R3, @4, RL)

MOV. L R4, @8, R1) ™
MOV. L R5, @12, R1) ™"
; Increnent pointer
ADD #H 10, RO
ADD #H 10, Rl
; Loop
CwP/ GT R11, RO
BF PRG_TRNS
; Branch to the data array forced access space
MOV. L #Dl RECT_RW RO
JwP @ro
NOP
. CONST"?
CLOCK2_START
MOV. L #NEXT_PROG, R3 ; Branch destination address
for the next program
MOV. L #WICSR, RO ; WDT setting
MOV. L #H 0000A507,R1 ; Set enough tinme for PLL to be
stabilized
MOV. W R1, @0
MOV. L #MDC_FLCR, R2 ; Frequency nodification
regi ster setting
MoV #H 01, Rl ; Doubl e the internal frequency
MOV. B R1, @R2
; Wait during frequency nodification
NOP
NOP
NOP
NOP
NOP
NOP
NOP
NOP
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NOP
NOP
; Branch to the next program
JVP @r3
NOP
. CONST'?
CLOCK2_END

; Next program
NEXT_PROG

; Cache_CCR | oad
MOV. L #MDC_CCR, R2
MOV. B R6, @R2

Notes: *1 This example shows Hitachi cross-assembler coding. With the Hitachi cross-assembler,
the values to which scaling (x1, x2, x4) is applied are written. For coding in other cross-
assemblers, see the notation rules.

*2 This is a literal pool output control statement. Code according to the notation rule for the
assembler used. The Hitachi cross-assembler is not required.

*3 When the WTCSR set value is read, H'O000A51F’ is returned.
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3.2.6 Operating M odes and Frequency Ranges
Table 3.7 shows the operating modes and the associated frequency ranges for input clocks.

Table3.7 Operating Modes and Frequency Ranges

Internal CKIO

PLL Circuit Clock Input Clock Output
Input Frequency Frequency Frequency
Mode PLL1 PLL2 Pin Range (MHz) (MHz) (MHz) Comments
0 Active Active EXTAL 4-8+* 4— max**  7-max*’ Multiplication
1 (including ratio settable
2 Halted when resonator 4— max*? (<1, x2, x4)
is used)
3
4 Active Halted CKIO 7—max*’ 7—-max*® Multiplication
5 not settable
S —— (%1 only)
6 Halted 4—max*? 4—max*?

Notes: 1. Make the setting so that the clock frequency output from the CKIO pin does not exceed
the maximum operating frequency. For example, if 8 MHz is input, set the multiplication
ratio of the frequency to x1 or x2. (If x4 is used, a 32-MHz clock is output from the CKIO
pin, which is outside the range for the PLL circuit 1 input frequency.)

2. “max” represents the maximum operating frequency of 28.7 MHz at 5 V operation and
20.0 MHz at 3.3 V operation.

3. If CKIO output below 7 MHz is used during PLL circuit 1 operation, AC characteristics
using the CKIO output are not guaranteed.

3.27 Notes on Board Design

When Using a Crystal Resonator : Place the crystal resonator and capacitors as close to the
EXTAL and XTAL pinsas possible. Do not let the pins' signal lines cross other signal lines. If
they do, induction may prevent proper oscillation.
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CL1 CL2

, ”:“ ”:L CL1=CL2 = 18 pF—22 pF

No crossing of signal lines §

EXTAL XTAL

SH7604

Figure3.8 Design Considerationswhen Using a Crystal Resonator

When Using PLL Oscillation Cir cuits: Place oscillation settling capacitors C1 and C2 and
resistors R1 and R2 near the CAP1 and CAP2 pins, and keep the wiring from the CAP pins as
short as possible. Asthe CAP pin circuits are susceptible to influence by other signals, avoid
crossing signal lines both on the board surface and in internal layers. PLL-V c and PLL-V g
should be isolated from other V. and V g lines away from the board's power supply sources, and
bypass capacitors CPB and CB must be inserted near the pins.

In the clock circuitsin this product, clock stability may be affected by reflected noise generated by
the CKIO pin. Thisinfluence is especially great in clock modes 0 and 1, in which the PLL1 and
PLL2 circuits are used simultaneously, so the board design should ensure that reflected noise does
not occur in CKI10O. In clock mode 6, in which no PLLs are used, connect PLL-V - to V. and
PLL-Vt0 V.

Table3.8 Connected Resistance and Capacitance Reference Values

Mode Setting

Resistance/Capacitance 0 1 2 3 4 5 6
R1=3kQ Needed Needed Not Not Needed Needed Not

C1 =470 pF needed needed needed
R2 =3 kQ Needed Needed Needed Needed Not Not Not

C2 =470 pF needed needed needed

When the PLL circuits are off, CAP1 and CAP2 should be left open or used as shown in the
recommended example.
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No crossing of signal lines
(do not cross signal lines in
adjacent layers on the board)

CAPL—AW—] F—
R2 C2
CAP2 M —] -
"R2 C2
SH7604
Rp
PLL-Vce
% CPB
PLL-Vss
Vee
T L
Vss .

Note:  CPBJ/CB: 0.1 pyF (laminated ceramic)
Rp: 300 Q resistance (recommended value)

Figure3.9 Design Considerationswhen Using PLL Oscillation Circuits

33 Bus Width of the CS0 Area

Pins MD3 and MD4 are used to specify the bus width of the CS0 area (boot ROM ared). The pin
combination and functions are listed in table 3.9. Do not switch the MD4 and MD3 pins while
they are operating. Switching them will cause operating errors.

Table3.9 BusWidth of the CSO Area

Pin
MD4 MD3 Function
0 0 8-bit bus width selected
0 1 16-bit bus width selected
1 0 32-bit bus width selected
1 1 Setting prohibited
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34 Switching between Master Mode and Slave M ode

The SH7604 has two master modes and a slave mode for bus rights that can be selected with the
MD?5 pin. The master modes consist of atotal master mode and a partial-share master mode,
which are specified using the MD5 pin and the partial-share space specification bit (PSHR) in bus
control register 1 (BCR1). When the slave mode is selected with the MD5 pin, the device enters
total slave mode. When master mode is selected with the MD5 pin and partial-space share is
specified with the PSHR bit, the device enters partial-share master mode. When partial-space
share is not specified with the PSHR bit, the device enters total master mode.

Total master mode has rights to bus use. External devices can be accessed freely. The bus can be
allocated to another CPU upon request.

Total slave mode does not have any rights to bus use. When an external device is accessed, bus
rights have to be requested from the master CPU, and permission to use the bus gained, before the
external device can be accessed.

Partial-share master mode lacks bus rights only for the CS2 space. To access the CS2 space, bus
rights must first be requested from the master CPU, and permission granted. This mode has bus
rights for all other spaces and does not require a request for the bus when accessing them (table
3.10). Do not change MD5 while external device accesses are in progress.

Table3.10 Master Modes and Slave Mode

MD5 PSHR
Total Slave Mode Partial-Share
Mode Specification Pin Bit Function
Total slave 1 (Not used) Has no bus rights. To use the bus, it must
mode request the bus and receive permission from
the master CPU.
Partial-share 0 1 Has bus rights to CS0, CS1, and CS3 spaces,
master mode but not normally to CS2. To access CS2, it
must first request and be granted bus rights.
Total master 0 0 Always has bus rights. Grants bus rights to
mode slave CPUs.
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Section 4 Exception Handling

4.1 Overview

41.1 Types of Exception Handling and Priority Order

Exception handling is initiated by four sources: resets, address errors, interrupts, and instructions
(table 4.1). When several exception handling sources occur at once, they are processed according
to priority.

Table4.1 Typesof Exception Handling and Priority Order

Exception Source Priority

Reset Power-on reset High

Manual reset
Address CPU address error
error DMA address error

Interrupt NMI

User break
IRL (IRL1-IRL15 (set with IRL3, IRL2, IRL1, IRLO pins))
On-chip peripheral modules Division unit (DIVU)

Direct memory access controller (DMAC)
Watchdog timer (WDT)

Compare match interrupt (part of the bus
state controller)

Serial communication interface (SCI)

16-bit free-running timer (FRT)

Instructions Trap instruction (TRAPA)

General illegal instructions (undefined code)

lllegal slot instructions (undefined code placed directly following a delayed Low
branch instruction™ or instructions that rewrite the PC*2)

Notes: 1. Delayed branch instructions: JMP, JSR, BRA, BSR, RTS, RTE, BF/S, BT/S, BSRF,
BRAF

2. Instructions that rewrite the PC: JMP, JSR, BRA, BSR, RTS, RTE, BT, BF, TRAPA,
BF/S, BT/S, BSRF, BRAF
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41.2 Exception Handling Operations

Exception handling sources are detected, and exception handling started, according to the timing
shownin table 4.2.

Table4.2 Timing of Exception Source Detection and Start of Exception Handling

Exception Source Timing of Source Detection and Start of Handling
Reset Power-on reset Starts when the NMI pin is high and the RES pin changes from
low to high.
Manual reset Starts when the NMI pin is low and the RES pin changes from
low to high.
Address error Detected when instruction is decoded and starts when the

previous executing instruction finishes executing.

Interrupts Detected when instruction is decoded and starts when the
previous executing instruction finishes executing.

Instructions  Trap instruction Starts from the execution of a TRAPA instruction.

General illegal Starts from the decoding of undefined code anytime except after
instructions a delayed branch instruction (delay slot).

lllegal slot Starts from the decoding of undefined code placed directly
instructions following a delayed branch instruction (delay slot) or of an

instruction that rewrites the PC.

When exception handling starts, the CPU operates as follows:

1. Exception handling triggered by reset

Theinitia values of the program counter (PC) and stack pointer (SP) are fetched from the
exception vector table (PC and SP are respectively addresses H'00000000 and H'00000004 for
a power-on reset and addresses H'00000008 and H'0000000C addresses for a manual reset).
See section 4.1.3, Exception Vector Table, for more information. O is then written to the vector
base register (VBR) and 1111 iswritten to the interrupt mask bits (13-10) of the status register.
The program begins running from the PC address fetched from the exception vector table.

2. Exception handling triggered by address errors, interrupts, and instructions
SR and PC are saved to the stack address indicated by R15. For interrupt exception handling,
the interrupt priority level iswritten to the SR’ s interrupt mask bits (13-10). For address error
and instruction exception handling, the 13-10 bits are not affected. The start addressis then
fetched from the exception vector table and the program begins running from that address.
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413 Exception Vector Table

Before exception handling begins, the exception vector table must be written in memory. The
exception vector table stores the start addresses of exception service routines. (The reset exception
table holds the initial values of PC and SP.)

All exception sources are given different vector numbers and vector table address offsets, from
which the vector table addresses are calculated. During exception handling, the start addresses of
the exception service routines are fetched from the exception vector table.

Table 4.3 lists the vector numbers and vector table address offsets. Table 4.4 shows vector table

address calculations.

Table4.3 Exception Vector Table
Vector Vector Table Address
Exception Source Number  Offset Vector Address
Power-on reset PC 0 H'00000000-H'00000003 Vector number x4
SP 1 H'00000004—-H'00000007
Manual reset PC 2 H'00000008-H'0000000B
SP 3 H'0000000C—-H'0000000F
General illegal instruction 4 H'00000010-H'00000013 VBR + (vector
(Reserved by system) 5 H'00000014-H'00000017 ~ Number x4)
Slot illegal instruction 6 H'00000018-H'0000001B
(Reserved by system) 7 H'0000001C—-H'0000001F
8 H'00000020—H'00000023
CPU address error 9 H'00000024—-H'00000027
DMA address error 10 H'00000028-H'0000002B
Interrupt NMI 11 H'0000002C—-H'0000002F
User break 12 H'00000030-H'00000033
(Reserved by system) 13 H'00000034—-H'00000037
31 H'0000007C—-H'0000007F
Trap instruction (user vector) 32 H'00000080—H'00000083
63 H'000000FC-H'000000FF
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Table4.3 Exception Processing Vector Table (cont)

Vector Vector Table Address

Exception Source Number  Offset Vector Addresses
Interrupt IRL1" 64"2 H'00000100-H'00000103 VBR + (vector
IRL2"L 652 H'00000104-H'00000107 ~ "umber x4)
IRL3"1
IRL4"1 662 H'00000108-H'0000010B
IRL5™
IRL6™ 672 H'0000010C—-H'0000010F
IRL7"1
IRL8™ 682 H'00000110-H'00000113
IRL9"
IRL10"1 692 H'00000114-H'00000117
IRL112
IRL12"1 702 H'00000118-H'0000011B
IRL13"
IRL14™ 712 H'0000011C—H'0000011F
IRL15™
On-chip 0™ H'00000000-H'00000003
peripheral
module*3 i
255 H'000003FC—H'000003FF

Notes: 1. When 1110 is input to the IRL3, IRL2, IRL1, and IRLO pins, an IRL1 interrupt results.
When 0000 is input, an IRL15 interrupt results.

2. External vector number fetches can be performed without using the auto-vector

numbers in this table.

3. The vector numbers and vector table address offsets for each on-chip peripheral
module interrupt are given in section 5, Interrupt Controller, and table 5.4, Interrupt
Exception Vectors and Priorities.

4. Vector numbers are set in the on-chip vector number register. See section 5.3,
Description of Registers, section 9, Direct Memory Access Controller, and section 10,
Division Unit, for more information.
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Table4.4 Calculating Exception Vector Table Addresses

Exception Source Vector Table Address Calculation

Power-on reset (Vector table address) = (vector table address offset)

Manual reset = (vector number) x 4

Other exception handling (Vector table address) = VBR + (vector table address offset)
=VBR + (vector number) x 4

Note: VBR: Vector base register
Vector table address offset: See table 4.3.
Vector number: See table 4.3.

4.2 Resets

421 Types of Resets

Resets have the highest priority of any exception source. There are two types of resets. manual
resets and power-on resets. As table 4.5 shows, both types of resetsinitialize the internal status of
the CPU. In power-on resets, all registers of the on-chip peripheral modules are initialized; in
manual resets, registers of al on-chip peripheral modules except the bus state controller (BSC),
user break controller (UBC) and frequency modification register are initialized. (Use the power-on
reset when turning the power on.)

Table45 Typesof Resets

Conditions for

Transition to Reset Status Internal Status
Type NMI Pin RES Pin CPU On-Chip Peripheral Modules
Power-on reset  High Low Initialized  Initialized
Manual reset Low Low Initialized  Initialized except for BSC, UBC,

and FMR register
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4.2.2 Power-On Reset

When the NMI pin is high and the RES pin is driven low, the device performs a power-on reset.
For areliable reset, the RES pin should be kept low for at least the duration of the oscillation
settling time (when the PLL circuit is halted) or for 20 clock cycles (when the PLL circuit is
running). During a power-on reset, the CPU’ sinternal state and all on-chip peripheral module
registers are initialized. See appendix A, Pin States, for the state of individual pinsin the power-on
reset state.

In a power-on reset, power-on reset exception handling starts when the NMI pinis kept high and
the RES pinisfirst driven low for a set period of time and then returned to high. The CPU will
then operate as follows:

1. Theinitial value (execution start address) of the program counter (PC) is fetched from the
exception vector table.

2. Theinitial value of the stack pointer (SP) is fetched from the exception vector table.

3. The vector base register (VBR) is cleared to H'00000000 and the interrupt mask bits (13-10) of
the status register (SR) are set to H'F (1111).

4. The values fetched from the exception vector table are set in the PC and SP, and the program
begins executing.

423 Manual Reset

When the NMI pinislow and the RES pin is driven low, the device executes a manual reset. For a
reliable reset, the RES pin should be kept low for at least 20 clock cycles. During a manual reset,
the CPU’s internal stateisinitialized. Registers of all on-chip peripheral modules except the bus
state controller (BSC), user break controller (UBC) and the frequency modification register are
initialized. Since the BSC is not affected, the DRAM and synchronous DRAM refresh control
functions remain operational even if the manual reset state continues for along period of time.
When the chip enters the manual reset state in the middle of a bus cycle, manual reset exception
handling does not start until the bus cycle has ended. Thus, manual resets do not abort bus cycles.
See appendix A, Pin States, for the state of individual pinsin the manual reset state.

In amanual reset, manual reset exception handling starts when the NMI pin is kept low and the
RES pinisfirst kept low for a set period of time and then returned to high. The CPU will then
operate in the same way as for a power-on reset.
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4.3 AddressErrors

43.1 Sourcesof AddressErrors

Address errors occur when instructions are fetched or dataread or written, as shown in table 4.6.

Table4.6 BusCyclesand AddressErrors

Bus Cycle
Bus
Type Master Bus Cycle Description Address Errors
Instruction CPU Instruction fetched from even address None (normal)
fetch Instruction fetched from odd address Address error occurs
Instruction fetched from other than on-chip peripheral  None (hormal)
module space
Instruction fetched from on-chip peripheral module Address error occurs
space
Data CPU or Word data accessed from even address None (normal)

read/write. DMAC  \yord data accessed from odd address

Address error occurs

Longword data accessed from a longword boundary

None (normal)

Longword data accessed from other than a longword
boundary

Address error occurs

Access of cache purge space, address array read/
write space or on-chip I/O space by PC-relative
addressing

Address error occurs

Access of cache purge space, address array read/
write space, data array read/write space or on-chip
I/0O space by a TAS.B instruction

Address error occurs

Byte data accessed in on-chip peripheral module
space at addresses H'FFFFFFOO to H'FFFFFFFF

Address error occurs

Word or longword data accessed in on-chip peripheral
module space at addresses H'FFFFFFOO to
H'FFFFFFFF

None (normal)

Longword data accessed in on-chip peripheral module
space at addresses H'FFFFFEQO to H'FFFFFEFF

Address error occurs

Word or byte data accessed in on-chip peripheral
module space at addresses H'FFFFFEQO to
H'FFFFFEFF

None (normal)

Notes: 1. Address errors do not occur during the synchronous DRAM mode register write cycle.

2. 16-byte DMAC transfers use longword accesses.
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432 Address Error Exception Handling

When an address error occurs, address error exception handling begins after the end of the bus
cycle in which the error occurred and completion of the executing instruction. The CPU operates
asfollows:

1. Thestatusregister (SR) is saved to the stack.

2. The program counter (PC) is saved to the stack. The PC value saved isthe start address of the
instruction to be executed after the last instruction executed .

3. The exception service routine start address is fetched from the exception vector table entry that
corresponds to the address error that occurred, and the program starts executing from that
address. The jJump that occursis not a delayed branch.

44 Interrupts

441 Interrupt Sources

Table 4.7 shows the sources that initiate interrupt exception handling. These are divided into NMI,
user breaks, IRL, and on-chip peripheral modules. Each interrupt source is alocated a different
vector number and vector table address offset. See table 5.4, Interrupt Exception Vectors and
Priority Order, in section 5, Interrupt Controller, for more information.

Table4.7 Typesof Interrupt Sources

Type Request Source Number of Sources
NMI NMI pin (external input) 1

User break User break controller 1

IRL IRL1-IRL15 (external input) 15

On-chip peripheral module  Direct memory access controller (DMAC)

Division unit (DIVU)

Free-running timer (FRT)

Watchdog timer (WDT)

2
1
Serial communication interface (SCI) 4
3
1
1

Bus state controller (BSC)
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442 Interrupt Priority Levels

Theinterrupt priority order is predetermined. When multiple interrupts occur simultaneously, the
interrupt controller (INTC) determines their relative priorities and begins exception handling
accordingly.

The priority order of interrupts is expressed as priority levels 0-16, with priority O the lowest and
priority 16 the highest. The NMI interrupt has priority 16 and cannot be masked, so it is always
accepted. The user break interrupt priority level is 15 and IRL interrupts have priorities of 1-15.
On-chip peripheral module interrupt priority levels can be set freely using the INTC' sinterrupt
priority level setting registers A and B (IPRA and IPRB) as shown in table 4.8. The priority levels
that can be set are 0-15. Level 16 cannot be set. For more information on IPRA and IPRB, see
sections 5.3.1 and 5.3.2, Interrupt Priority Level Setting Registers A and B (IPRA and IPRB).

Table4.8 Interrupt Priority Order

Type Priority Level Comment

NMI 16 Fixed priority level. Cannot be masked.

User break 15 Fixed priority level.

IRL 1-15 Set with TRL3-IRLO pins.

On-chip peripheral module 0-15 Set with interrupt priority level setting registers A and

B (IPRA and IPRB).

443 Interrupt Exception Handling

When an interrupt occurs, its priority level is ascertained by the interrupt controller (INTC). NMI
is always accepted, but other interrupts are only accepted if they have a priority level higher than
the priority level set in the interrupt mask bits (13- 0) of the status register (SR).

When an interrupt is accepted, exception handling begins. In interrupt exception handling, the
CPU saves SR and the program counter (PC) to the stack. The priority level value of the accepted
interrupt is written to SR bits I3-0. For NMI, however, the priority level is 16, but the value set in
I3-10isH'F (level 15). Next, the start address of the exception service routine is fetched from the
exception vector table for the accepted interrupt, that addressis jumped to and execution begins.
For more information about interrupt exception handling, see section 5.4, Interrupt Operation.
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45 Exceptions Triggered by Instructions

451 Instruction-Triggered Exception Types

Exception handling can be triggered by atrap instruction, general illegal instruction or illegal slot
instruction, as shown in table 4.9.

Table4.9 Typesof Exceptions Triggered by Instructions

Type Source Instruction Comment
Trap instruction ~ TRAPA —

lllegal slot Undefined code placed Delayed branch instructions: JMP, JSR,
instruction immediately after a delayed BRA, BSR, RTS, RTE, BF/S, BT/S, BSRF,
branch instruction (delay slot) BRAF

and instructions that rewrite the Instructions that rewrite the PC: JMP, JSR,
PC BRA, BSR, RTS, RTE, BT, BF, TRAPA,
BF/S, BT/S, BSRF, BRAF

General illegal Undefined code anywhere —
instruction besides in a delay slot

452 Trap Instructions

When a TRAPA instruction is executed, trap instruction exception handling starts. The CPU
operates as follows:

1. Thestatusregister (SR) is saved to the stack.

2. The program counter (PC) is saved to the stack. The PC value saved is the start address of the
instruction to be executed after the TRAPA instruction.

3. The exception service routine start address is fetched from the exception vector table entry that
corresponds to the vector number specified by the TRAPA instruction. That addressis jumped
to and the program starts executing. The jump that occursis not a delayed branch.

453 Illegal Slot Instructions

An instruction placed immediately after adelayed branch instruction is said to be placed in a delay
dot. If the instruction placed in the delay slot is undefined code, illegal slot exception handling
begins when the undefined code is decoded. Illegal slot exception handling also starts up when an
instruction that rewrites the program counter (PC) is placed in adelay slot. The exception handling
starts when the instruction is decoded. The CPU handles anillegal slot instruction as follows:
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1. Thestatus register (SR) is saved to the stack.

2. The program counter (PC) is saved to the stack. The PC value saved is the jump address of the
delayed branch instruction immediately before the undefined code or the instruction that
rewrites the PC.

3. The exception service routine start address is fetched from the exception vector table entry that
corresponds to the exception that occurred. That address is jumped to and the program starts
executing. The jump that occursis not adelayed branch.

454 General Illegal Instructions

When undefined code placed anywhere other than immediately after a delayed branch instruction
(i.e, in adelay dot) isdecoded, general illegal instruction exception handling starts. The CPU
handles general illegal instructionsin the same way asillegal dot instructions. Unlike processing
of illegal slot instructions, however, the program counter value stored is the start address of the
undefined code.

4.6 When Exception Sour ces are Not Accepted

When an address error or interrupt is generated after a delayed branch instruction or interrupt-
disabled instruction, it is sometimes not immediately accepted but is stored instead, as described in
table 4.10. When this happens, it will be accepted when an instruction for which exception
acceptanceis possible is decoded.

Table4.10 Exception Source Generation Immediately after a Delayed Branch I nstruction
or Interrupt-Disabled I nstruction

Exception Source

Point of Occurrence Address Error Interrupt

Immediately after a delayed branch instruction™! Not accepted Not accepted

Immediately after an interrupt-disabled instruction*? Accepted Not accepted

Notes: 1. Delayed branch instructions: JMP, JSR, BRA, BSR, RTS, RTE, BF/S, BT/S, BSRF,
BRAF

2. Interrupt-disabled instructions: LDC, LDC.L, STC, STC.L, LDS, LDS.L, STS, STS.L

46.1 Immediately after a Delayed Branch I nstruction

When an instruction placed immediately after a delayed branch instruction (delay slot) is decoded,
neither address errors nor interrupts are accepted. The delayed branch instruction and the
instruction located immediately after it (delay slot) are always executed consecutively, so no
exception handling occurs between the two.
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46.2 Immediately after an Interrupt-Disabled Instruction

When an instruction immediately following an interrupt-disabled instruction is decoded, interrupts
are not accepted. Address errors are accepted.

4.7 Stack Status after Exception Handling
The status of the stack after exception handling endsis as shown in table 4.11.

Table4.11 Stack Statusafter Exception Handling

Type Stack Status

Address error SP - Address of instruction after executed instruction 32 bits
SR 32 bits

Trap instruction SP - Address of instruction after TRAPA instruction 32 bits
SR 32 bits

General illegal instruction SP -  Start address of illegal instruction 32 bits
SR 32 bits

Interrupt SP - Address of instruction after executed instruction 32 bits
SR 32 bits

lllegal slot instruction SP - Jump destination address of delayed branch instruction 32 bits
SR 32 bits

4.8 Usage Notes

481 Value of Stack Pointer (SP)

The value of the stack pointer must always be a multiple of four, otherwise an address error will
occur when the stack is accessed during exception handling.

482 Value of Vector Base Register (VBR)

The value of the vector base register must always be a multiple of four, otherwise an address error
will occur when the vector table is accessed during exception handling.
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483 Address Errors Caused by Stacking of Address Error Exception Handling

If the stack pointer value is not a multiple of four, an address error will occur during stacking of
the exception handling (interrupts, etc.). Address error exception handling will begin as soon as
the first exception handling is ended, but address errors will continue to occur. To ensure that
address error exception handling does not go into an endless loop, no address errors are accepted
at that point. This allows program control to be shifted to the address error exception service
routine and enables error handling to be carried out.

When an address error occurs during exception handling stacking, the stacking bus cycle (write) is
executed. In stacking of the status register (SR) and program counter (PC), the SP is decremented
by 4 for both, so the value of SP will not be amultiple of four after the stacking either. The
address value output during stacking is the SP value, so the address where the error occurred is
itself output. This means that the write data stacked will be undefined.

484 Manual Reset during Register Access

Do not initiate a manual reset during access of abus state controller (BSC) or user break controller
(UBC) register, otherwise awrite error may result.
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Section 5 Interrupt Controller (INTC)

51 Overview

Theinterrupt controller (INTC) ascertains the priority of interrupt sources and controls interrupt
requests to the CPU. The INTC has registers for setting the priority of each interrupt which allow
the user to set the order of priority in which interrupt requests are handled.

511 Features

The INTC has the following features:

« 16 interrupt priority levels: By setting the two interrupt-priority level registers, the priorities of
on-chip peripheral module interrupts can be set at 16 levels for different request sources.

» Settable vector numbers for on-chip peripheral module interrupts: two vector number setting
registers enable on-chip peripheral module interrupt vector numbers to be set in the range 0—
127 by interrupt source.

* ThelRL interrupt vector number setting method can be selected: Either of two modes can be
selected by aregister setting: auto-vector mode in which vector numbers are determined
internally, and external vector mode in which vector numbers are set externally.

51.2 Block Diagram

Figure 5.1 shows a block diagram of the INTC.
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Figure5.1 INTC Block Diagram
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513 Pin Configuration
Table 5.1 shows the INTC pin configuration.

Table5.1 Pin Configuration

Name Abbreviation 1/0O  Function

Nonmaskable interrupt input pin NMI | Input of nonmaskable interrupt request
signal

Level request interrupt input pins  IRL3-IRLO | Input of maskable interrupt request
signals

Interrupt acceptance level output  A3—-A0 (0] In external vector mode, output an

pins interrupt level signal when an IRL
interrupt is accepted

External vector fetch pin IVECF (0] Indicates external vector read cycle

External vector number input pins D7-DO0O | Input external vector number

514 Register Configuration

The INTC has the eight registers shown in table 5.2. These registers perform various INTC
functions including setting interrupt priority, and controlling external interrupt input signal
detection.
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Table5.2 Register Configuration

Initial Access
Name Abbr. R/W  Value  Address Size*
Interrupt priority level setting register A IPRA R/W  H0000 HFFFFFEE2 8,16
Interrupt priority level setting register B IPRB R/W  H'0000 H'FFFFFE60 8, 16
Vector number setting register A VCRA R/W  H0000 H'FFFFFE62 8,16
Vector number setting register B VCRB R/W  H'0000 H'FFFFFE64 8,16
Vector number setting register C VCRC R/W  H'0000 H'FFFFFE66 8, 16
Vector number setting register D VCRD R/W  H0000 H'FFFFFE68 8, 16
Vector number setting register WDT VCRWDT R/W H0000 HFFFFFEE4 8,16
Vector number setting register DIV VCRDIV RW — H'FFFFFFOC 32
Vector number setting register DMACO VCRDMAO RIW  — H'FFFFFFAO0 32
Vector number setting register DMAC1 VCRDMA1l RIW — H'FFFFFFA8 32
Interrupt control register ICR R/W  H'8000/ H'FFFFFEEO 8, 16

H'0000*

—: Undefined
Note: The value when the NMI pin is high is H'8000; when the NMI pin is low, it is H'0000.

See the sections 9, Direct Memory Access Controller, and 10, Division Unit, for more
information on VCRDIV, VCRDMAO, and VCRDMAL1.

5.2 Interrupt Sources

There are four types of interrupt sources:. NMI, user breaks, IRL, and on-chip peripheral modules.
Each interrupt has a priority expressed as a priority level (0 to 16, with O the lowest and 16 the
highest). Giving an interrupt a priority level of 0 masksit.

521 NMI Interrupt

The NMI interrupt has priority 16 and is aways accepted. Input at the NMI pin is detected by
edge. Use the NMI edge select bit (NMIE) in the interrupt control register (ICR) to select either
therising or falling edge. NMI interrupt exception handling sets the interrupt mask level bits (13—
10) in the status register (SR) to level 15.

522 User Break Interrupt

A user break interrupt has priority level 15 and occurs when the break condition set in the user
break controller (UBC) is satisfied. User break interrupt exception handling sets the interrupt mask
level bits (13-10) in the status register (SR) to level 15. For more information about the user break
interrupt, see section 6, User Break Controller.
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523 IRL Interrupts

IRL interrupts are requested by input from pins IRL3-IRLO. Fifteen interrupts, IRL15-IRL1, can
be input externally via pins IRL3-IRLO. The priority levels of interrupts IRL15-1RLO are 15-1,
respectively, and their vector numbers are 71-64. Set the vector numbers with the IRL interrupt
vector mode select (VECMD) bit of the interrupt control register (ICR) to enable external input.
External input of vector numbers consists of vector numbers 0—127 from the external vector input
pins (D7-D0). Internal vectors are called auto-vectors and vectors input externally are called
external vectors. Table 5.3 lists IRL priority levels and auto vector numbers.

When an IRL interrupt is accepted in external vector mode, the IRL interrupt level is output from
the interrupt acceptance level output pins (A3-A0). The external vector fetch pin (IVECF) isaso
asserted. The external vector number isread from pins D7-DO0 at thistime. Figures 5.2 and 5.3
show interrupt connection examples.

IRL interrupt exception processing sets the interrupt mask level bits (13 to 10) in the status register
(SR) to the priority level value of the IRL interrupt that was accepted.

Table5.3 IRL Interrupt Priority Levelsand Auto-Vector Numbers

Pin Priority Vector
IRL3 IRL2 IRL1 IRLO Level Number
0 0 0 0 15 71
0 0 0 1 14
0 0 1 0 13 70
0 0 1 1 12
0 1 0 0 11 69
0 1 0 1 10
0 1 1 0 9 68
0 1 1 1 8
1 0 0 0 7 67
1 0 0 1 6
1 0 1 0 5 66
1 0 1 1 4
1 1 0 0 3 65
1 1 0 1 2
1 1 1 0 1 64

83
HITACHI



SH7604

—
Priority 4
Interrupt —————> -
requests 3 | encoder » IRLO-IRL3
—> IRLO-IRL3
Vector number <: AO-A3
« RD

UDO—D?

<

DO-D7

NS

Figure5.2 Example of Connectionsfor External Vector Mode I nterrupts

SH7604
4
Interrupt ———»|  Priority ~
requests —S> encoder > IRLO-IRL3
—> IRLO-IRL3

Figure5.3 Example of Connectionsfor Auto-Vector Mode I nterrupts

Figure 5.4 shows the interrupt fetch cycle for the external vector mode. During this cycle, CSO—

CS3 stay high. A26-A4 output undefined values. The WAIT pin is sampled, but programmable
waits are not valid.
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Figure5.4 External Vector Mode Interrupt Vector Fetch Cycle

524 On-chip Peripheral Module Interrupts

On-chip peripheral module interrupts are interrupts generated by the following 6 on-chip
peripheral modules:

e Division unit (DIVU)

» Direct memory access controller (DMAC)
e Serial communication interface (SCI)

» Bus state controller (BSC)

e Watchdog timer (WDT)

*  Free-running timer (FRT)

A different interrupt vector is assigned to each interrupt source, so the exception service routine
does not have to decide which interrupt has occurred. Priority levels between 0 and 15 can be
assigned to individual on-chip peripheral modulesin interrupt priority registers A and B (IPRA
and IPRB). On-chip peripheral module interrupt exception handling sets the interrupt mask level
bits (13-10) in the status register (SR) to the priority level value of the on-chip peripheral module
interrupt that was accepted.
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525 Interrupt Exception Vectorsand Priority Order

Table 5.4 lists interrupt sources and their vector numbers, vector table address offsets and interrupt
priorities.

Each interrupt source is allocated a different vector number and vector table address offset. Vector
table addresses are calculated from vector numbers and address offsets. In interrupt exception
handling, the exception service routine start address is fetched from the vector table entry
indicated by the vector table address. See table 4.4, Calculating Exception Vector Table
Addresses, for more information on this calculation.

IRL interrupts IRL15-1RL1 have interrupt priority levels of 15-1, respectively. On-chip peripheral
module interrupt priorities can be set freely between 0 and 15 for each module by setting interrupt
priority registers A and B (IPRA and IPRB). The ranking of interrupt sources for IPRA and IPRB,
however, must be the order listed under Priority Within IPR Setting Unit in table 5.4 and cannot
be changed. A reset assigns priority level O to on-chip peripheral module interrupts. If the same
priority level isassigned to two or more interrupt sources and interrupts from those sources occur
simultaneousdly, their priority order isthe default priority order indicated at the right in table 5.4.
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Table5.4

I nterrupt Exception Vectorsand Priority Order

Interrupt Priority

Priority within

Order IPR Vectors

(Initial IPR (Bit Setting Vector Vector Table Default
Interrupt Source Value) Numbers) Unit No. Address Priority
NMI 16 — — 11 VBR + (vector High
User break 15 — — 12 No. x4)
IRL15 15 — — 711
IRL14 14 — -
IRL13 13 — — 701
IRL12 12 — —
IRL11 11 — — 691
IRL10 10 — —
IRL9 9 — — 68"
IRL8 8 — —
IRL7 7 — — 671
IRL6 6 — —
IRL5 5 — — 661
IRL4 4 — —
IRL3 3 — — 651
IRL2 2 — —
IRL1 1 — — 641
DIVU OVFI 0-15(0) IPRA (15-12) 0-127"2 Low
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Table5.4 Interrupt Exception Vectorsand Priority Order (cont)

Interrupt Priority
Priority within
Order IPR Vectors
(Initial IPR (Bit Setting Vector Vector Table Default
Interrupt Source Value) Numbers) Unit No. Address Priority
DMACO Transferend 0-15(0) IPRA (11-8) 1 0-127"2 VBR + (vector
DMAC1 Transfer end 0 0-1272 No.x4)
WDT [Tl 0-15(0) IPRA(7-4) 1 0-127"2
REF'3  CMI 0 0-127*2
SCl ERI 0-15(0) IPRB (15-12) 3 0-127*2
RXI 2 0-127%2
TXI 1 0-127*2
TEI 0 0-127*2
FRT ICl 0-15(0) IPRB (11-8) 2 0-127"2
ocCl 1 0-127*2
oV 0 0-127*2
Reserved — — — 128-255 — Low

Notes: 1. An external vector number fetch can be performed without using the auto-vector
numbers shown in this table. The external vector numbers are 0-127.

2. Vector numbers are set in the on-chip vector number register.
3. REF is the refresh control unit within the bus state controller.

5.3 Description of Registers

531 Interrupt Priority Level Setting Register A (IPRA)

Interrupt priority level setting register A (IPRA) isa 16-bit read/write register that assigns priority
levels from 0 to 15 to on-chip peripheral module interrupts. IPRA isinitialized to H'0000 by a
reset. It is not initialized in standby mode. Unless otherwise specified, ‘reset’ refers to both power-
on and manual resets throughout this manual.
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Bit: 15 14 13 12 11 10 9 8

Bit name: | DIVU DIVU DIvU DIVU | DMAC | DMAC | DMAC | DMAC
IP3 P2 IP1 IPO IP3 P2 IP1 IPO

Initial value: 0 0 0 0 0 0 0 0
R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Bit: 7 6 5 4 3 2 1 0

Bit name: | WDT WDT WDT WDT — — — —
IP3 IP2 IP1 IPO

Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W

» Bits15to 12—Division Unit (DIVU) Interrupt Priority Level (DIVUIP3-DIVUIPO): These
bits set the division unit (DIVU) interrupt priority level. There are four bits, so levels 0-15 can
be set.

» Bits11to 8—DMA Controller Interrupt Priority Level (DMACIP3-DMACIPO): These bits set
the DMA controller (DMAC) interrupt priority level. There are four bits, so levels 0-15 can be
set. The same level is set for both DMAC channels. When interrupts occur simultaneously,
channel 0 has priority.

* Bits7to 4—Watchdog Timer (WDT) Interrupt Priority Level (WDTIP3-WDTIPO): These bits
set the watchdog timer (WDT) interrupt priority level and bus state controller (BSC) interrupt
priority level. There are four hits, so levels 0-15 can be set. When WDT and BSC interrupts
occur simultaneously, the WDT interrupt has priority.

e Bits3to 0—Reserved: These bits always read 0. The write value should always be 0.

532 Interrupt Priority Level Setting Register B (IPRB)

Interrupt priority level setting register B (IPRB) is a 16-bit read/write register that assigns priority
levels from O to 15 to on-chip peripheral module interrupts. IPRB isinitialized to H'0000 by a
reset. It is not initialized in standby mode.
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Bitt 15 14 13 12 11 10 9 8
Bit name: | SCIIP3 | SCIIP2 | SCIIP1 | SCIIPO | FRTIP3 | FRTIP2 | FRTIP1| FRTIPO |
Initial value: 0 0 0 0 0 0 0 0
RW: RW RW RW RW RW RW RW RW

Bit: 7 6 5 4 3 2 1 0
gitname: | — | — | — | — | — | — | — | — |
Initial value: 0 0 0 0 0 0 0 0

R/W:

e Bits 15 to 12—Serial Communication Interface (SCI) Interrupt Priority Level (SCIIP3—
SCIIP0): These bits set the serial communication interface (SCI) interrupt priority level. There
are four bits, so levels 0-15 can be set.

* Bits 11 to 8—Free-Running Timer (FRT) Interrupt Priority Level (FRTIP3—FRTIPO): These
bits set the free-running timer (FRT) interrupt priority level. There are four bits, so levels 0-15
can be set.

e Bits 7 to 0—Reserved: These hits always read 0. The write value should always be O.

Table 5.5 shows the relationship between on-chip peripheral module interrupts and interrupt
priority level setting registers.

Table55 Interrupt Request Sourcesand |PRA/IPRB

Register Bits 15to 12 Bits 11to 8 Bits 7to 4 Bits 3to 0
IPRA DIVU DMACO, DMAC1 WDT Reserved
IPRB SCI FRT Reserved Reserved

Astable 5.5 shows, two or three on-chip peripheral modules are assigned to each interrupt priority
register. Set the priority levels by setting the corresponding 4-bit groups (bits 15 to 12, bits 11 to 8,
and bits 7 to 4) with values in the range of H'0 (0000) to H'F (1111). H'O isinterrupt priority level
0 (the lowest); H'F islevel 15 (the highest). When two on-chip peripheral modules are assigned to
the same bits (DMACO and DMACL, or WDT and DRAM refresh control unit), those two
modules have the same priority. A reset initializes IPRA and IPRB to H'0000. They are not
initialized in standby mode.
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533 Vector Number Setting Register WDT (VCRWDT)

Vector number setting register WDT (VCRWDT) is a 16-bit read/write register that setsthe WDT
interval interrupt and BSC compare match interrupt vector numbers (0-127). VCRWDT is
initialized to H'0000 by areset. It isnot initialized in standby mode.

Bit:
Bit name:

Initial value:
R/W:

Bit:
Bit name:

Initial value:
R/W:

15 14 13 12 11 10 9 8

— | WITV6 | WITV5 | WITV4 | WITV3 | WITV2 | WITVL | WITVO |

0 0 0 0 0 0 0 0
RW RW RW RW RW RW RW

7 6 5 4 3 2 1 0

— | BcMve| BCMVs | BCMV4| BCMVS | BCMV2 | BCMVI | BCMVO |

0 0 0 0 0 0 0 0

R RW RW RW RW RW RW RW

» Bits 15, 7—Reserved: These bits always read 0. The write value should always be 0.

* Bits 14 to 8—Watchdog Timer (WDT) Interval Interrupt Vector Number (WITV6-WITVO0):
These bits set the vector number for the interval interrupt (1T1) of the watchdog timer (WDT).
There are seven bits, so the value can be set between 0 and 127.

» Bits6to 0—Bus State Controller (BSC) Compare Match Interrupt Vector Number (BCMV 6—
BCMVO0): These bits set the vector number for the compare match interrupt (CMI) of the bus
state controller (BSC). There are seven bits, so the value can be set between 0 and 127.

534 Vector Number Setting Register A (VCRA)

Vector number setting register A (VCRA) isa 16-bit read/write register that sets the SCI receive-
error interrupt and receive-data-full interrupt vector numbers (0-127). VCRA isinitialized to
H'0000 by areset. Itisnot initialized in standby mode.
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Bit:

Bit name:

Initial value:

R/W:

Bit:

Bit name:

Initial value:

R/W:

15 14 13 12 11 10 9 8

— \ SERVG‘ SERV5’ SERV4‘ SERVS‘ SERVZ‘ SERVl‘ SERVO’

0 0 0 0 0 0 0 0

R RW RW RW RW RW RW RW

7 6 5 4 3 2 1 0

— ] SRXVG‘ SRXV5 ] SRXV4‘ SRXV3 ‘ SRXV2 ] SRXVl‘ SRXVO ]
0 0 0 0 0 0 0 0

R/W R/W R/W R/W R/W R/W R/W

« Bits 15, 7—Reserved: These bits always read 0. The write value should always be 0.

» Bits 14 to 8—Serial Communication Interface (SCI) Receive-Error Interrupt Vector Number
(SERV6-SERV0): These bits set the vector number for the serial communication interface
(SCI) receive-error interrupt (ERI). There are seven bits, so the value can be set between 0 and

127.

e Bits6to 0—Serial Communication Interface (SCI) Receive-Data-Full Interrupt Vector
Number (SRXV6-SRXV0): These bits set the vector number for the serial communication
interface (SCI) receive-data-full interrupt (RXI). There are seven hits, so the value can be set

between 0 and 127.

535 Vector Number Setting Register B (VCRB)

Vector number setting register B (VCRB) is a 16-bit read/write register that sets the SCI transmit-
data-empty interrupt and transmit-end interrupt vector numbers (0-127). VCRB isinitialized to
H'0000 by areset. It isnot initialized in standby mode.

Bit:
Bit name:

Initial value:
R/W:

Bit:
Bit name:

Initial value:
R/W:

92

15 14 13 12 11 10 9 8
— \ STXV6 ‘ STXV5 ] STXV4 \ STXV3 ‘ STXV2 \ STXV1 ‘ STXVO ]
0 0 0 0 0 0 0 0

R/W R/W R/W R/W R/W R/W R/W

7 6 5 4 3 2 1 0
— \ STEV6 \ STEV5 ] STEV4 \ STEV3 ‘ STEV2 \ STEV1 \ STEVO ]
0 0 0 0 0 0 0 0

R/W R/W R/W R/W R/W R/W R/W
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Bits 15, 7—Reserved: These bits aways read 0. The write value should always be 0.

Bits 14 to 8—Serial Communication Interface (SCI) Transmit-Data-Empty Interrupt Vector
Number (STXV6-STXV0): These hits set the vector number for the serial communication
interface (SCI) transmit-data-empty interrupt (TX1). There are seven bits, so the value can be
set between 0 and 127.

Bits 6 to 0—Serial Communication Interface (SCI) Transmit-End Interrupt Vector Number
(STEV6-STEVO0): These bits set the vector number for the serial communication interface
(SCI) transmit-end interrupt (TEI). There are seven bits, so the value can be set between 0 and
127.

536 Vector Number Setting Register C (VCRC)

Vector number setting register C (VCRC) is a 16-bit read/write register that sets the FRT input-
capture interrupt and output-compare interrupt vector numbers (0-127). VCRC isinitialized to
H'0000 by areset. It is not initialized in standby mode.

Bit. 15 14 13 12 11 10 9 8
Bitname: | — | FICV6 | FICV5 | FICV4 | FICV3 | FICV2 | FICV1 | FICVO |
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW RW
Bit. 7 6 5 4 3 2 1 0
Bitname: | — | FOCV6| FOCV5 | FOCV4| FOCV3 | FOCV2 | FOCV1| FOCVO
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW RW

Bits 15, 7—Reserved: These bits aways read 0. The write value should always be 0.

Bits 14 to 8—Free-Running Timer (FRT) Input-Capture Interrupt VVector Number (FICV6—
FICV0): These bits set the vector number for the free-running timer (FRT) input-capture
interrupt (1CI). There are seven bits, so the value can be set between 0 and 127.

Bits 6 to 0—Free-Running Timer (FRT) Output-Compare Interrupt Vector Number (FOCV 6—
FOCVO0): These bits set the vector number for the free-running timer (FRT) output-compare
interrupt (OCI). There are seven hits, so the value can be set between 0 and 127.
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537 Vector Number Setting Register D (VCRD)

Vector number setting register D (VCRD) is a 16-bit read/write register that sets the FRT overflow
interrupt vector number (0-127). VCRD isinitialized to H'0000 by areset. It isnot initialized in
standby mode.

Bitt 15 14 13 12 11 10 9 8
Bit name:‘ — \ FOVVG‘ FOVV5’ FOVV4‘ FOVV3‘ FOVVZ‘ FOVVl‘ FOVVO’
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW RW
Bitt 7 6 5 4 3 2 1 0
owrane| = [ = [ — | — [ = — [ -]~
Initial value: 0 0 0 0 0 0 0 0
R/W:

e Bits 15, 7-0—Reserved: These bits aways read 0. The write value should always be 0.

* Bits 14 to 8—Free-Running Timer (FRT) Overflow Interrupt Vector Number (FOVV6—
FOVVO0): These hits set the vector number for the free-running timer (FRT) overflow interrupt
(OVI). There are seven bits, so the value can be set between 0 and 127.

Tables 5.6 and 5.7 show the relationship between on-chip peripheral module interrupts and
interrupt vector number setting registers.

Table5.6 Interrupt Request Sourcesand Vector Number Setting Registers (1)

Bits
Register 14-8 6-0
Vector number setting register Interval interrupt (WDT) Compare-match interrupt (BSC)

WDT

Vector number setting register A Receive-error interrupt (SCI) Receive-data-full interrupt (SCI)

Vector number setting register B Transmit-data-empty interruptTransmit-end interrupt (SCI)
(SClI)

Vector number setting register C  Input-capture interrupt (FRT) Output-compare interrupt (FRT)

Vector number setting register D Overflow interrupt (FRT) Reserved
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Astable 5.6 shows, two on-chip peripheral module interrupts are assigned to each register. Set the
vector numbers by setting the corresponding 7-bit groups (bits 14 to 8 and bits 6 to 0) with values
in the range of H'00 (0000000) to H'7F (1111111). H'00 is vector number O (the lowest); H'7F is
vector number 127 (the highest). The vector table address is calculated by the following equation.

Vector table address = VBR + (vector number x 4)

A reset initializes a vector number setting register to H'0000. They are not initialized in standby
mode.

Table 5.7 lists functions for vector number setting registers DIV, DMACO, and DMACI. The
vector number for DIV overflow interruptsis set in VCRDIV and the vector numbers for DMAC
transfer-end interrupts are set in VCRDMAOQO and VCRDMAL1. See sections 9, Direct Memory
Access Controller, and 10, Division Unit, for more details.

Table5.7 Interrupt Request Sourcesand Vector Number Setting Registers (2)

Register Setting Function

Vector number setting register DIV (VCRDIV) Overflow interrupts for division unit

Vector number setting register DMACO Channel 0 transfer end interrupt for DMAC
(VCRDMAO)
Vector number setting register DMAC1 Channel 1 transfer end interrupt for DMAC
(VCRDMAL)

5.3.8 Interrupt Control Register (ICR)

ICR isa16-hit register that sets the input signal detection mode of external interrupt input pin
NMI and indicates the input signal level at the NMI pin. It also setsthe IRL interrupt vector mode.
A reset initializes ICR to H'8000 or H'0000 but the standby mode does not.

Bit: 15 14 13 12 11 10 9 8
Bitname: | NMIL | — | — | — | — | — | — | NME |

Initial value: 0/1* 0 0 0 0 0 0 0

RW: R R R R R R R RIW

Bitt 7 6 5 4 3 2 1 0
Bitname: | — | — | — | — | — | — | — |VECMD|

Initial value: 0 0 0 0 0 0 0 0

RW: R R R R R R R RIW

Note: When NMI input is high: 1; when NMI input is low: O
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e Bit 15—NMI Input Level (NMIL): Setsthe level of the signal input at the NMI pin. This bit
can be read to determine the NMI pin level. This bit cannot be modified.

Bit 15: NMIL Description
0 NMI input level is low
1 NMI input level is high

e Bits 14 to 9—Reserved: These bits alwaysread 0. The write value should aways be 0.

« Bit 3—NMI Edge Select (NMIE): Selects whether the falling or rising edge of the interrupt
reguest signal to the NMI pin is detected.

Bit 8: NMIE Description
0 Interrupt request is detected on falling edge of NMI input (Initial value)
1 Interrupt request is detected on rising edge of NMI input

e Bits7to 1—Reserved: These bits always read 0. The write value should always be 0.

« Bit 0—IRL Interrupt Vector Mode Select (VECMD): This bit selects auto-vector mode or
external vector mode for IRL interrupt vector number setting. In auto-vector mode, an
internally determined vector number is set. The IRL15 and IRL 14 interrupt vector numbers are
set to 71 and the IRL 1 vector number is set to 64. In external vector mode, a value between O
and 127 can be input as the vector number from the external vector number input pins (D7—
DO0).

Bit 0: VECMD Description
0 Auto vector mode, vector number automatically set internally
(Initial value)
1 External vector mode, vector number set by external input
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54 Interrupt Operation

541 Interrupt Sequence

The sequence of interrupt operations (figure 5.5) is explained below:

1
2.

Theinterrupt request sources send interrupt request signals to the interrupt controller.
Theinterrupt controller selects the highest-priority interrupt among the interrupt requests sent,
according to the priority levels set in interrupt priority level setting registers A and B (IPRA
and IPRB). Lower-priority interrupts are held pending. If two of these interrupts have the same
priority level or if multiple interrupts occur within a single module, the interrupt with the
highest default priority or the highest priority within its IPR setting unit (as indicated in table
5.4) is selected.

Theinterrupt controller compares the priority level of the selected interrupt request with the
interrupt mask bits (13-10) in the CPU’s status register (SR). If the request priority level is
equal to or less than the level set in 13- 0, the request is held pending. If the request priority
level is higher than the level in bits 1310, the interrupt controller accepts the interrupt and
sends an interrupt request signal to the CPU.

The CPU detects the interrupt request sent from the interrupt controller when it decodes the
next instruction to be executed. Instead of executing the decoded instruction, the CPU starts
interrupt exception handling.

SR and PC are saved onto the stack.

The priority level of the accepted interrupt is copied to the interrupt mask level bits (I3to 10) in
the status register (SR).

When external vector mode is specified for the IRL interrupt, the vector number is read from
the external vector number input pins (D7-D0).

The CPU reads the start address of the exception service routine from the exception vector
table entry for the accepted interrupt, jumps to that address, and starts executing the program
there. This jump is not a delayed branch.
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* A
Program execution
state

Interrupt
generated?

User break?

Level 15
interrupt?

Level 14
interrupt?

>l
«

I3to 10 <
level 14?

y
Save SR to stack

v

Save PC to stack

v

Copy accepted v ¥ -
interrupt level to 13—10

+ No

Read vector number*

v

Read exception
vector table

v

Branch to exception
service routine

| v v y

No

interrupt?

I3to 10 <
level 13?

I3tol0 =
level 0?

I13-10: Status register interrupt mask bits.
Note: The vector number is only read from an external source when an external
vector number is specified for the IRL interrupt vector number.

Figure5.5 Interrupt Sequence Flowchart
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54.2 Stack after Interrupt Exception Handling

Figure 5.6 shows the stack after interrupt exception handling.

Address

4n -8

in -4

4n

PC*

32 bits

<] sp

SR

32 bits

Note: PC: Start address of next instruction after the executing instruction (return destination

instruction)

Figure5.6 Stack after Interrupt Exception Handling
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55 Interrupt Response Time

Table 5.8 shows the interrupt response time, which is the time from the occurrence of an interrupt
reguest until interrupt exception handling starts and fetching of the first instruction of the interrupt
service routine begins. Figure 5.7 shows the pipeline when an IRL interrupt is accepted.

Table5.8 Interrupt Response Time
Number of States
Peripheral
Item NMI  Module IRL Notes
Compare identified inter- 2 5 —

rupt priority with SR mask
level

Wait for completion of
sequence currently being
executed by CPU

X (2 0)

The longest sequence is
for interrupt or address-
error exception handling
X=4+ml+m2+m3+
m4). If an interrupt-
masking instruction
follows, however, the
time may be even longer.

Time from interrupt 5+ml+m2+m3
exception handling (SR

and PC saves and vector

address fetch) until fetch

of first instruction of

exception service routine

starts
Interrupt Total: 7+ ml1+m2+m3 10+ml+m2+m3 —
response Minimum: 10 13 —
Maximum: 11 +2 (m1+ m2 + 14+2M1+m2+ —
m3) + m4 m3) + m4
Note: ml-m4 are the number of states needed for the following memory accesses
ml: SR save (longword write)
m2: PC save (longword write)
m3: Vector address read (longword read)
m4: Fetch of first instruction of interrupt service routine
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| Interrupt accepted |

i 5+ml+m2+m3
5 3 mim2 1 m3 1:

IRL3-IRLO — : .

Instruction (instructions T R
replaced during interrupt |[F|ID|E|E|[M[M]IE|M]E]E]
exception handling) ‘ ‘

Overrun fetch

Interrupt service routine ‘
start instruction ‘ FID[E]

When m1l=m2=m3 =1, the
interrupt response time is 13 cycles

F: Instruction fetch (instruction fetched from memory where program is stored)

D: Instruction decoding (fetched instruction is decoded)

E: Instruction execution (data operation and address calculation is performed
according to the results of decoding)

M: Memory access (data in memory is accessed)

Figure5.7 Pipelinewhen an IRL Interrupt is Accepted

5.6 Sampling of Pins IRL3-IRL0

Signals on interrupt pins IRL3 to IRLO pass through the noise canceler before being sent by the
interrupt controller to the CPU asinterrupt requests. The noise canceler cancels noise that changes
in short cycles. The CPU samples the interrupt requests between executing instructions. During
this period, the noise canceler output changes according to the noise-eliminated pin level, so the
pin level must be held until the CPU samplesit. This means that interrupt sources generally must

not be cleared inside interrupt routines.

When an external vector is fetched, the interrupt source can also be cleared when the external

vector fetch cycleis detected.

Figure 5.8 shows a block diagram of the interrupt response procedure. Figure 5.9 shows interrupt

response timing.
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to CPU

Interrupt
TRLO —»! > request
IRL1 —» Noise > Interrupt CPU
RL2 » canceler > controller
IRL3 > > ‘Interrupt
f accepted
Pin level cleared
when interrupt is accepted
Figure5.8 Interrupt Response Block Diagram
1011 for
1 clock
IRL3-IRLO dueto
pin level noise Level 2 interrupt Level 6 interrupt
1m1 . X X 11 X 1101 X 1001
Noise canceler X X X
output Cleared when interrupt is accepted
1111 X 1101 X 1001
Interrupt request & &

\

Interrupt acceptance /

signal to CPU / \

1

Figure5.9 Interrupt Response Timing Chart
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5.7 Usage Notes

1. Do not execute module standby for modul es that have the module-stop function when the
possibility remains that an interrupt request may be output.

2. Asshowninfigure 5.10, the point a which the NMI request is cleared is the state following
the decoding stage for the instruction replaced by the interrupt exception handling.

NMI request

(at fall) l

Instruction replaced by

interrupt exception FIDIE|E|IM|M|E|M|E|E
handling
Start instruction in
NMI routine FIDIE
NMI request

clearing timing

Figure5.10 NMI Request Clearing Timing

3. Clearing Interrupt Sources:

External Interrupt Sources. When an interrupt source is cleared by writing to an I/O address,
another instruction will be executed before the write can be completed because of the write
buffer. To ensure that the next instruction is executed after the write is completed, read from
the same address after the write to obtain total synchronization.

¢ Returning from interrupt handling with an RTE instruction: Figure 5.11 shows how a
minimum interval of 1 cycleisrequired between the read instruction used for
synchronization and the RTE instruction. A read instruction for synchronization and a
minimum of 1 instruction should thus be executed between the source clear and the RTE
instruction.

e Changing the level during interrupt handling: Figure 5.12 shows how a minimum interval
of 4 cyclesisrequired between the synchronization instruction and the LDC instruction
when an LDC instruction is used to enable another overlapping interrupt by changing the
SR value. A read instruction for synchronization and a minimum of 4 instructions should
thus be executed between the source clear and the LDC instruction.
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Next interrupt can
be accepted

|Writing complete|

Interrupt clear instruction

o mor e [Folelu] |

Synchronization instruction  —1 717171 | " External read
ex. mov @rl’ro : ......... Min. 2 CyCIes
1 cycle :

RTE instruction E

Delay slot instruction IEEI
[F]

Instruction at destination
5

of return from interrupt

v 5 cycles

IRL3-IRLO

Figure5.11 Pipeline Operation in Return with RTE

Next interrupt can
be accepted

|Writing complete|

Interrupt clear instruction

e External write
ex. mov ro,@rl E Min. 2 cycles

Synchronization instruction —T-1.1 |7 External :read
ex. mov @r1,r0 : ......... Min. 2 cycles
i 4 cycles :
-——— - ——— = » :
LDC instruction E | D | E

Interrupt-disable instruction : EI
Ordinary instruction A

5 cycles

IRL3—-IRLO

Figure5.12 Pipeline Operation when Interruptsare Enabled by Modifying SR
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On-Chip Interrupt Sources: Pipeline operation must be taken into account to ensure that the
same interrupt does not occur again when the interrupt source is from an on-chip peripheral

module. At least 2 cycles are required for the CPU to recognize that the interrupt is from an on-

chip peripheral module. Two cycles are also required for the fact that there is no longer an

interrupt request to be relayed.

Returning from interrupt handling with an RTE instruction: Figure 5.13 shows how an extra
cycleisrequired after the read instruction used for synchronization before interrupts are
accepted, even when an RTE instruction is executed. A read instruction for synchronization
should thus be executed between the source clear and the RTE instruction.
Changing the level during interrupt handling: Figure 5.14 shows how a minimum interval of 2
cyclesisrequired between the synchronization instruction and the LDC instruction when an
LDC instruction is used to enable another overlapping interrupt by changing the SR value. A
read instruction for synchronization and a minimum of 2 instructions should thus be executed
between the source clear and the LDC instruction.

Interrupt clear instruction

ex. mov ro,@r1
Synchronization instruction
ex. mov @r1,r0

RET instruction
Delay slot instruction

Instruction at destination
of return from interrupt

On-chip peripheral interrupt

Next interrupt can
be accepted

|Writing complete|

‘| On-chip peripheral write

Min. 1 cycle
On-chip peripheral read
Min. 1 cycle

[mlm]

4

[o]€]
Floje

2 cycles 1-cycle margin

Figure5.13 Pipeline Operation in Return with RTE
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Next interrupt can
be accepted

|Writing complete| l
Interrupt clear instruction .

-1 On-chip peripheral write
ex. mov ro,@rl Min. 1 cycle

Synchronization instructon 1T

On-chip peripheral read
ex. mov @r1,r0 | F ! D | E | M Min. 1 cycle
: 2 cycles :

LDC instruction § E

[o]€]
Interrupt-disable instruction : EI
Ordinary instruction -

2 cycles:
Ve—

On-chip peripheral interrupt

Figure5.14 Pipeline Operation when Interruptsare Enabled by Changing the SR
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Section 6 User Break Controller

6.1 Overview

The user break controller (UBC) provides functions that simplify program debugging. Break
conditions are set in the UBC and a user break interrupt is generated according to the conditions of
the bus cycle generated by the CPU, on-chip DMAC, or external bus master.

This function makes it easy to design an effective self-monitoring debugger, enabling the chip to
debug programs without using an in-circuit emulator. The UBC can be set in an SH7000 series
compatible mode, facilitating porting of monitoring programs that use other SH7000 series UBCs.

6.1.1 Features
The features of the user break controller are listed below:

« Thefollowing break compare conditions can be set: Two break channels (channel A, channel
B). User break interrupts can be requested using either independent or sequential condition for
the two channels (sequential breaks are channel A, then channel B).

O Address

0 Data(channel B only)

0 Busmaster: CPU cycle/DMA cycle/external bus cycle
O Buscycle: instruction fetch/data access

O Read or write

0 Operand size: byte/word/longword

» User break interrupt generated upon satisfying break conditions. A user-designed user break
interrupt exception handling routine can be run.

» Select breaking in the instruction fetch cycle before the instruction is executed, or after.
e Compatible with SH7000 series UBCs after a power-on reset.
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6.1.2 Block Diagram

1 adress <«— BARAH | BARAL K
<«— BAMRAH | BAMRAL K>

Access BBRA :

Access
Cache data bus

%)) [%2]
8 al |3 —1 Channel A
o] 0 7))
gl 18 |2
g it et
SE BT <«—1 BARBH | BARBL K>
GEJ o |8 Address
gl |3 A <—|BAMRBH | BAMRBL K>
£ |
] <«— BDRBH | BDRBL K >
[ | | Data

<«—{BDMRBH | BDMRBL K>

Access BBRB

BARAH/L:
BAMRAH/L:
BBRA:
BARBH/L:
BAMRBH/L:
BDRBHI/L:
BDMRBH/L:
BBRB:
BRCR:

p<— Channel B

L | Control BRCR

— Internal interrupt signal

Break address register AH/L
Break address mask register AH/L
Break bus cycle register A

Break address register BH/L
Break address mask register BH/L
Break data register BH/L

Break data mask register BH/L
Break bus cycle register B

Break control register

Module data bus

108

Figure6.1 User Break Controller Block Diagram

HITACHI




6.1.3 Register Configuration
Table6.1 Register Configuration

Initial
Name Abbr. R/W Value*! Address Access Size™
Break address register AH BARAH R/W H'0000 HFFFFFF40 16 32
Break address register AL BARAL R/W H'0000 HFFFFFF42 16
Break address mask register AH  BAMRAH R/W H'0000 HFFFFFF44 16 32
Break address mask register AL  BAMRAL R/W H'0000 HFFFFFF46 16
Break bus cycle register A BBRA R/W H'0000 HFFFFFF48 16, 32
Break address register BH BARBH R/W H'0000 HFFFFFF60 16 32
Break address register BL BARBL R/W H'0000 HFFFFFF62 16
Break address mask register BH BAMRBH R/W H'0000 H'FFFFFF64 16 32
Break address mask register BL  BAMRBL R/W H'0000 HFFFFFF66 16
Break data register BH BDRBH R/W H'0000 HFFFFFF70 16 32
Break data register BL BDRBL R/W H'0000 HFFFFFF72 16
Break data mask register BH BDMRBH R/W H'0000 HFFFFFF74 16 32
Break data mask register BL BDMRBL R/W H'0000 HFFFFFF76 16
Break bus cycle register B BBRB R/W H'0000 HFFFFFF68 16, 32
Break control register BRCR R/W H'0000 H'FFFFFF78 16, 32

Notes: 1. Initialized by a power-on reset. Values held in standby mode. Value undefined after a

manual reset.

2. Byte access not permitted.

SH7000 Series UBC Compatibility: When set in the SH7000-series-compatible mode, SH7000
series UBC registers on the SH7604 are as shown in table 6.2.

Table6.2 SH7000 Seriesand SH7604 UBCs

SH7000 Series SH7604
Name Abbr. Name Abbr.
Break address register H BARH Break address register AH BARAH
Break address register L BARL Break address register AL BARAL
Break address mask register H BAMRH Break address mask register AH BAMRAH
Break address mask register L BAMRL Break address mask register AL BAMRAL
Break bus cycle register BBR Break bus cycle register A BBRA

HITACHI
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6.2 Register Descriptions

6.2.1 Break Address Register A (BARA)

BARAH:

Bit:

Bit name

Initial value:
R/W:

Bit:

Bit name

Initial value:
R/W:

BARAL:

Bit:

Bit name

Initial value:
R/W:

Bit:
Bit name:

Initial value:
R/W:

15 14 13 12 11 10 9 8
1| BAA3L | BAA3D | BAA20 | BAA28 | BAA27 | BAA26 | BAA25 | BAA24 |
0 0 0 0 0 0 0 0
RW RW RW RW RW RW RW RW
7 6 5 4 3 2 1 0
1| BAA23 | BAA22| BAA21 | BAA20 | BAALY | BAALS | BAAL7 | BAAIG |
0 0 0 0 0 0 0 0

R/W R/W R/W R/W R/W R/W R/W R/W

15 14 13 12 11 10 9 8
1| BAALS | BAAL4| BAAI3 | BAAI2 | BAALL | BAL0 | BAAY | BAAS |
0 0 0 0 0 0 0 0
RW RW RW RW RW RW RW RW
7 6 5 4 3 2 1 0
| BAA7 | BAAG | BAAS | BAA4 | BAA3 | BAA2 | BAAL | BAAO |
0 0 0 0 0 0 0 0

R/W R/W R/W R/W R/W R/W R/W R/W

The two break address registers A—break address register AH (BARAH) and break address
register AL (BARAL)—together form a single group. Both are 16-bit read/write registers.

BARAH stores the upper bits (bits 31 to 16) of the address of the channel A break condition, while
BARAL storesthe lower bits (bits 15 to 0). A power-on reset initializes both BARAH and
BARAL to H'0000. Their values are undefined after a manual reset.

 BARAH Bits 15 to 0—Break Address A 31to 16 (BAA31 to BAA16): These bits store the
upper bit values (bits 31 to 16) of the address of the channel A break condition.

* BARAL Bits15to 0—Break Address A 15to 0 (BAA15 to BAAOQ): These bits store the lower
bit values (bits 15 to 0) of the address of the channel A break condition.
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622  Break AddressMask Register A (BAMRA)

BAMRAH:
Bitt 15 14 13 12 11 10 9 8
Bit name: ’ BAMA31‘ BAMAso\ BAMA29‘ BAMAZS‘ BAMA27’ BAMA26‘ BAMAZS\ BAMA24‘
Initial value: 0 0 0 0 0 0 0 0
RW: RW RW RW RW RW RW RW RW
Bitt 7 6 5 4 3 2 1 0
Bit name: ] BAMAZS‘ BAMAZZ‘ BAMA21] BAMAZO‘ BAMAlQ’ BAMA18‘ BAMAl?‘ BAMAlG‘
Initial value: 0 0 0 0 0 0 0 0
RW: RW RW RW RW RW RW RW RW
BAMRAL :
Bit: 15 14 13 12 11 10 9 8
Bit name: ’BAMA15‘ BAMA14‘ BAMAlS‘ BAMAlZ‘ BAMAll’ BAMAlO‘ BAMAQ‘ BAMAS \
Initial value: 0 0 0 0 0 0 0 0
RW: RW RW RW RW RW RW RW RW
Bit: 7 6 5 4 3 2 1 0
Bit name: ] BAMA7 \ BAMAG‘ BAMAG5 \ BAMA4‘ BAMA3 ] BAMA2 \ BAMAl‘ BAMAO \
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

The two break address mask registers A (BAMRA)—break address mask register AH
(BAMRAH) and break address mask register AL (BAMRAL)—together form a single group.
Both are 16-bit read/write registers. BAMRAH determines which of the bitsin the break address
set in BARAH are masked. BAMRAL determines which of the bitsin the break address set in
BARAL are masked. A power-on reset initializes BAMRAH and BAMRAL to H'0000. Their
values are undefined after a manual reset.

« BAMRAH Bits 15 to 0—Break Address Mask A 31 to 16 (BAMA31 to BAMA16): These bits
specify whether bits 31-16 (BAA31 to BAA16) of the channel A break address set in BARAH
are masked.

« BAMRAL Bits 15 to 0—Break Address Mask A 15to 0 (BAMA15 to BAMAO): These bits
specify whether bits 15-0 (BAA15 to BAAO) of the channel A break address set in BARAL
are masked.
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Bits 31-0: BAMAnN Description

0 Channel A break address BAAnN is included in the break conditions
(Initial value)
1 Channel A break address BAAN is masked and therefore not included

in the break conditions

n=31to0

6.2.3 Break Bus Cycle Register A (BBRA)

Bitt 15 14 13 12 11 10 9 8
B = I B = e
Initial value: 0 0 0 0 0 0 0 0

R/W:

Bitt 7 6 5 4 3 2 1 0
Bit name:‘ CPA1 \ CPAO \ IDA1 ] IDAO \ RWAl‘ RWAO‘ SzA1 \ SZA0 ]
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

The break bus cycleregister A (BBRA) isa 16-bit read/write register that selects the following
four channel A break conditions:

CPU cycle/periphera cycle
Instruction fetch/data access
Read/write

Operand size

> w DN

A power-on reset initializes BBRA to H'0000. Its value is undefined after amanual reset.
« Bits 15 to 8—Reserved: These bits always read 0. The write value should aways be 0.

» Bits7 and 6—CPU Cycle/Peripheral Cycle Select A (CPA1, CPAOQ): These bits select whether
to break channel A on a CPU and/or peripheral bus cycle. Peripheral cycles are defined as on-
chip DMAC bus cycles, and external bus master bus cycles when the busis released. When the
peripheral cycle setting is made, on-chip DMAC cycles are dways included in the break
conditions; however, external bus master cycles can be included or excluded, according to the
setting of the EBBE hit in the BRCR register.
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Bit 7. CPAl Bit 6: CPAO Description

0 0 No channel A user break interrupt occurs (Initial value)
1 Break only on CPU cycles

1 0 Break only on peripheral cycles
1 Break on both CPU and peripheral cycles

» Bits5 and 4—Instruction Fetch/Data Access Select A (IDA1, IDAQ): These hits select whether
to break channel A on instruction fetch and/or data access cycles.

Bit 5: IDA1 Bit 4: IDAO Description

0 0 No channel A user break interrupt occurs (Initial value)

Break only on instruction fetch cycles

1
1 0 Break only on data access cycles
1

Break on both instruction fetch and data access cycles

* Bits3 and 2—Read/Write Select A (RWA1L, RWAOQ): These hits select whether to break
channel A on read and/or write cycles.

Bit 3: RWA1l Bit 2: RWAO Description

0 0 No channel A user break interrupt occurs (Initial value)

Break only on read cycles

1
1 0 Break only on write cycles
1

Break on both read and write cycles

» Bits1and 0—Operand Size Select A (SZA1, SZAO0): These bits select bus cycle operand size
as achannel A break condition.

Bit 1: SZAl Bit 0: SZAO Description

0 0 Operand size is not a break condition (Initial value)
1 Break on byte access

1 0 Break on word access
1 Break on longword access

Note: When breaking on an instruction fetch, set the SZAO bit to 0. All instructions are considered
to be word-size accesses (instruction fetches are always longword). Operand size is word
for instructions or determined by the operand size specified for the CPU/DMAC data
access. It is not determined by the bus width of the space being accessed.
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6.24 Break Address Register B (BARB)

The channel B break address register has the same bit configuration as BARA.

625  Break AddressMask Register B (BAMRB)

The channel B break address mask register has the same bit configuration as BAMRA.

6.2.6 Break Data Register B (BDRB)

BDRBH:

Bit:

Bit name

Initial value:
R/W:

Bit:

Bit name

Initial value:
R/W:

BDRBL:

Bit:

Bit name

Initial value:
R/W:

Bit:
Bit name:

Initial value:
R/W:

15 14 13 12 11 10 9 8

| BDB31 | BDB30 | BDB29 | BDB28 | BDB27 | BDB26 | BDB25 | BDB24 |
0 0 0 0 0 0 0 0
RW RW RW RW RW RW RW RW
7 6 5 4 3 2 1 0

:| BDB23 | BDB22 | BDB21 | BDB20 | BDB19 | BDB18 | BDB17 | BDBIS |
0 0 0 0 0 0 0 0
RW RW RW RW RW RW RW RW
15 14 13 12 11 10 9 8

:| BDB15 | BDB14 | BDBI13 | BDB12 | BDB11 | BDB10 | BDBY | BDBS |
0 0 0 0 0 0 0 0
RW RW RW RW RW RW RW RW
7 6 5 4 3 2 1 0

| BDB7 | BDB6 | BDB5 | BDB4 | BDB3 | BDB2 | BDBI | BDBO |
0 0 0 0 0 0 0 0
RW RW RW RW RW RW RW RW

The two break dataregisters B (BDRB)—break dataregister BH (BDRBH) and break data register
BL (BDRBL)—together form a single group. Both are 16-bit read/write registers. BDRBH
specifies the upper half (bits 31-16) of the data that is the break condition for channel B, while

BDRBL specifies

the lower half (bits 15-0). A power-on reset initializes BDRBH and BDRBL to

H'0000. Their values are undefined after a manual reset.
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+ BDRBH Bits 15 to 0—Break DataB 31 to 16 (BDB31 to BDB16): These bits store the upper

half (bits 31-1

6) of the data that is the break condition for break channel B.

- BDRBL Bits 15to 0—Break Data B 15 to 0 (BDB15 to BDBO): These hits store the lower half
(bits 15-0) of the data that is the break condition for break channel B.

6.2.7 Break Data Mask Register B (BDMRB)

BDMRBH:

Bit:

Bit name

Initial value:
R/W:

Bit:

Bit name

Initial value:
R/W:

BDMRBL:

Bit:

Bit name

Initial value:
R/W:

Bit:

Bit name

Initial value:
R/W:

15 14 13 12 11 10 9 8
: ’ BDMB31‘ BDMBSO} BDMBZQ‘ BDMBZS‘ BDMBZ?’ BDMBZG‘ BDM325\ BDMBZ4‘
0 0 0 0 0 0 0 0

R/W R/W R/W R/W R/W R/W R/W R/W

7 6 5 4 3 2 1 0
: ] BDMBZS‘ BDMBZZ‘ BDMBZl’ BDMBZO‘ BDMBlQ’ BDMBlS‘ BDMBl?‘ BDMBlG‘
0 0 0 0 0 0 0 0

R/W R/W R/W R/W R/W R/W R/W R/W

15 14 13 12 11 10 9 8
: ’BDMBlS‘ BDMBl4‘ BDMBlB‘ BDMBlZ‘ BDMBll’BDMBlO‘ BDMBQ‘ BDMBS‘
0 0 0 0 0 0 0 0

R/W R/W R/W R/W R/W R/W R/W R/W

7 6 5 4 3 2 1 0
: ] BDMB?‘ BDMBG‘ BDMBS‘ BDMB4‘ BDMB3’ BDMBZ‘ BDMBl‘ BDMBO‘
0 0 0 0 0 0 0 0

R/W R/W R/W R/W R/W R/W R/W R/W

The two break data mask registers B (BDMRB)—break data mask register BH (BDMRBH) and
break data mask register BL (BDMRBL)—together form a single group. Both are 16-bit

read/write register
are masked. BDM

masked. A power-

s. BDMRBH determines which of the bits in the break address set in BDRBH
RBL determines which of the bitsin the break address set in BDRBL are
on reset initializes BDMRBH and BDMRBL to H'0000. Their values are

undefined after a manual reset.
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 BDMRBH Bits 15 to 0—Break Data Mask B 31 to 16 (BDMB31 to BDMB16): These hits
specify whether bits B 31-16 (BDB31 to BDB16) of the channel B break data set in BDRBH
are masked.

+ BDMRBL Bits 15 to 0—Bresk DataMask B 15 to 0 (BDMB15 to BDMBO): These hits
specify whether bits B 15-0 (BDB15 to BDBO) of the channel B break data set in BDRBL are
masked.

Bits 31-0: BDMBn Description

0 Channel B break address bit BDBn is included in the break condition
(Initial value)

1 Channel B break address bit BDBn is masked and therefore not

included in the break condition

n=31t00
Notes: 1. When the data bus value is included in the break conditions, specify the operand size.

2. For word data, set in bits 15-0 of BDRB and BDMRB. For byte data, set the same data
in bits 0—7 and bits 8-15 of BDRB and BDMRB.

3. External bus master bus cycles when the bus is released cannot be included in the data
bus conditions.

6.2.8 BusBreak Register B (BBRB)

The channel B bus break register has the same bit configuration as BBRA.

6.2.9 Break Control Register (BRCR)

Bitt 15 14 13 12 11 10 9 8
Bit name:  CMFCA| CMFPA| EBBE | UMD | — | PCBA | — | — |
Initial value: 0 0 0 0 0 0 0 0
RW: RW RW RW  RW R RIW
Bit. 7 6 5 4 3 2 1 0
Bit name:‘CMFCB’ CMFPB‘ — ] SEQ \ DBEB ‘ PCBB ] — ‘ — ]
Initial value: 0 0 0 0 0 0 0 0
RW: RW  RW R RIW R RIW
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The BRCR register:

1. Determines whether to use channels A and B as two independent channels or as sequential
conditions.

Selects SH7000 series compatible mode or SH7604 mode.

Selects whether to break before or after instruction execution during the instruction fetch cycle.
Enables or disables the external bus.

Selects whether to include the data bus in channel B comparison conditions.

o k~ wDD

It also has a condition-match flag that is set when conditions match. A power-on reset initializes
BRCR to H'0000. Its value is undefined after a manual reset.

* Bit 15—CPU Condition-Match Flag A (CMFCA): Set to 1 when CPU bus cycle conditions
included in the break conditions set for channel A are met. Not cleared to 0.

Bit 15: CMFCA Description

0 Channel A CPU cycle conditions do not match, no user break interrupt
generated (Initial value)

1 Channel A CPU cycle conditions have matched, user break interrupt
generated

e Bit 14—Peripheral Condition-Match Flag A (CMFPA): Set to 1 when periphera bus cycle
conditions (on-chip DMAC, or external bus cycle when external bus breaks are enabled)
included in the break conditions set for channel A are met. Not cleared to O.

Bit 14: CMFPA Description

0 Channel A peripheral cycle conditions do not match, no user break
interrupt generated (Initial value)

1 Channel A peripheral cycle conditions have matched, user break

interrupt generated

« Bit 13—Externa Bus Break Enable (EBBE): Monitors the external bus master's address bus
when the bus is released, and includes the external bus master's bus cycle in the bus cycle
select conditions (CPA1, CPB1). Externa bus breaks are possible in the total master mode and
total slave mode. When the external bus bresk is enabled, set CPA1 in BBRA or CPBlin
BBRB.

Bit 13: EBBE Description
0 Chip-external bus cycle not included in break conditions  (Initial value)
1 Chip-external bus cycle included in break conditions
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e Bit 12—UBC Mode (UMD): Selects SH7000 series-compatible mode or SH7604 mode.

Bit 12: UMD Description
0 Compatible mode for SH7000 Series UBCs (Initial value)
1 SH7604 mode

* Bit 11—Reserved: Thisbit awaysreads 0. The write value should always be 0.

« Bit 10—PC Break Select A (PCBA): Selects whether to place the channel A break in the
instruction fetch cycle before or after instruction execution.

Bit 10: PCBA Description

0 Places the channel A instruction fetch cycle break before instruction
execution (Initial value)

1 Places the channel A instruction fetch cycle break after instruction
execution

* Bits9 and 8—Reserved: These bhits always read 0. The write value should always be 0.

e Bit 7—CPU Condition-Match Flag B (CMFCB): Set to 1 when CPU bus cycle conditions
included in the break conditions set for channel B are met. Not cleared to O (once set, it must
be cleared by awrite before it can be used again).

Bit 7. CMFCB Description

0 Channel B CPU cycle conditions do not match, no user break interrupt
generated (Initial value)

1 Channel B CPU cycle conditions have matched, user break interrupt
generated

» Bit 6—Peripheral Condition-Match Flag B (CMFPB): Set to 1 when peripheral bus cycle
conditions (on-chip DMAC, or externa bus cycle when external bus monitoring is enabled)
included in the break conditions set for channel B are met. Not cleared to 0 (once set, it must
be cleared by awrite before it can be used again).

Bit 6: CMFPB Description

0 Channel B peripheral cycle conditions do not match, no user break
interrupt generated (Initial value)

1 Channel B peripheral cycle conditions have matched, user break

interrupt generated
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» Bit 5—Reserved: This bit always reads 0. The write value should always be 0.

» Bit 4—Sequence Condition Select (SEQ): Selects whether to handle the channel A and B
conditions independently or sequentially.

Bit 4: SEQ Description

0 Channel A and B conditions compared independently (Initial value)

1 Channel A and B conditions compared sequentially (channel A, then
channel B)

« Bit 3—DataBreak Enable B (DBEB): Selects whether to include data bus conditionsin the
channel B break conditions.

Bit 3: DBEB Description
0 Data bus conditions not included in the channel B conditions

(Initial value)
1 Data bus conditions included in the channel B conditions

» Bit 2—Instruction Break Select (PCBB): Selects whether to place the channel B instruction
fetch cycle break before or after instruction execution.

Bit 2. PCBB Description

0 Places the channel B instruction fetch cycle break before instruction
execution (Initial value)

1 Places the channel B instruction fetch cycle break after instruction
execution

» Bits 1 and 0—Reserved: These bits always read 0. The write value should aways be 0.
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6.3 Operation

6.3.1 Flow of the User Break Operation

The flow from setting of break conditions to user break interrupt exception handling is described
below:

1. The break addresses are set in the break address registers (BARA, BARB), the masked
addresses are set in the break address mask registers (BAMRA, BAMRB), the break datais set
in the bresk data register (BDRB), and the masked datais set in the break data mask register
(BDMRB). The breaking bus conditions are set in the break bus cycle registers (BBRA,
BBRB). The three groups of the BBRA and BBRB registers—CPU cycle/peripheral cycle
select, instruction fetch/data access select, and read/write select— are each set. No user break
interrupt will be generated if even one of these groups is set with 00. The conditions are set in
the respective bits of the BRCR register.

2. When the set conditions are satisfied, the UBC sends a user break interrupt request to the
interrupt controller. When conditions match, the CPU condition match flags (CMFCA,
CMFCB) and peripheral condition match flags (CMFPA, CMFPB) for the respective channels
are set.

3. Theinterrupt controller checks the user break interrupt’s priority level. The user break
interrupt has priority level 15, so it is accepted only if the interrupt mask level in bits13-0in
the status register (SR) is 14 or lower. When the 130 bit level is 15, the user break interrupt
cannot be accepted but it is held pending until user break interrupt exception handling can be
carried out. Section 5, Interrupt Controller, describes the handling of priority levelsin greater
detail.

4. When the priority isfound to permit acceptance of the user break interrupt, the CPU starts user
break interrupt exception handling.

5. The appropriate condition match flag (CMFCA, CMFPA, CMFCB, CMFPB) can be used to
check if the set conditions match or not. The flags are set by the matching of the conditions,
but they are not reset. 0 must first be written to them before they can be used again.

6.3.2 Break on Instruction Fetch Cycle

1. When CPU/instruction fetch/read/word is set in the break bus cycle registers (BBRA/BBRB),
the break condition becomes the CPU’ s instruction fetch cycle. Whether it breaks before or
after the execution of the instruction can then be selected for the appropriate channel with the
PCBA/PCBB hit in the break control register (BRCR).

2. Theinstruction fetch cycle always fetches 32 bits (two instructions). Only one bus cycle
occurs, but breaks can be placed on each instruction individually by setting the respective
addresses in the break address registers (BARA, BARB).
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. Aninstruction set for a break before execution breaks when it is confirmed that the instruction
has been fetched and will be executed. This means this feature cannot be used on instructions
fetched by overrun (instructions fetched at a branch or during an interrupt transition, but not to
be executed). When thiskind of break is set for the delay dot of a delayed branch instruction
or an instruction following an interrupt-disabled instruction, such as LDC, the interrupt is
generated prior to execution of the first instruction at which the interrupt is subsequently then
accepted.

. When the condition stipulates after execution, the instruction set with the break condition is
executed and then the interrupt is generated prior to the execution of the next instruction. As
with pre-execution breaks, this cannot be used with overrun fetch instructions. When this kind
of break is set for a delayed branch instruction or an interrupt-disabled instruction, such as
LDC, theinterrupt is generated at the first instruction at which the interrupt is subsequently
accepted.

. When an instruction fetch cycle is set for channel B, break data register B (BDRB) isignored.
There isthus no need to set break data for an instruction fetch cycle break.

6.3.3 Break on Data Access Cycle

. The memory cyclesin which CPU data access breaks occur are: memory cycles from
instructions, and stacking and vector reads during exception handling. These breaks cannot be
used in dummy cycles for single reads of synchronous DRAM.

. Therelationship between the data access cycle address and the comparison condition for
operand size are shown in table 6.3. This means that when address H'00001003 is set without
specifying the size condition, for example, the bus cycle in which the break condition is
satisfied is as follows (where other conditions are met):

Longword access at address H'00001000

Word access at address H'00001002

Byte access at address H'00001003

Table6.3 Data Access Cycle Addresses and Operand Size Comparison Conditions

Access Size Address Compared

Longword Break address register bits 31-2 compared with address bus bits 31-2
Word Break address register bits 31-1 compared with address bus bits 31-1
Byte Break address register bits 31-0 compared with address bus bits 31-0

3. When the data value isincluded in the break conditions on channel B:

When the data value is included in the break conditions, specify either longword, word, or byte
asthe operand size in the break bus cycle registers (BBRA, BBRB). When data values are
included in break conditions, a break interrupt is generated when the address conditions and
data conditions both match. To specify byte data for this case, set the same datain the two
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bytes at bits 15-8 and bits 7-0 of the break dataregister B (BDRB) and break data mask
register B (BDMRB). When word or byte is set, bits 31-16 of BDRB and BDMRB are
ignored.

6.34 Break on External Bus Cycle

1. Enablethe external bus break enable bit (the EBBE hit in BRCR) to generate a break for a bus
cycle generated by the external bus master when the busis released. External bus cycle breaks
can be used in total master mode or total slave mode.

2. Address and read/write can be set for external buses, but size cannot be specified. Setting sizes
of byte/word/longword will be ignored. Also, no distinction can be made between instruction
fetch and data access for external bus cycles. All cycles are considered data access cycles, so
set 1inbitsIDA1 and IDB1 in BBRA and BBRB.

3. External input of addresses uses A26-A0, so set bits 31-27 of the break address registers
(BARA, BARB) to 0, or set bits 31-27 of the break address mask registers (BAMRA,
BAMRB) to 1 to mask the addresses not input.

4. When the conditions set for the external bus cycle are satisfied, the CMFPA and CMFPB bits
are set for the respective channels.

6.3.5 Program Counter (PC) Values Saved

1. Break on Instruction Fetch (Before Execution): The program counter (PC) value saved to the
stack in user break interrupt exception handling is the address that matches the break condition.
The user break interrupt is generated before the fetched instruction is executed. If a break
condition is set on an instruction that follows an interrupt-disabled instruction, however, the
break occurs before execution of the instruction at which the next interrupt is accepted, so the
PC value saved is the address of the break.

2. Break on Instruction Fetch (After Execution): The program counter (PC) value saved to the
stack in user break interrupt exception handling is the address executed after the one that
matches the break condition. The fetched instruction is executed and the user break interrupt
generated before the next instruction is executed. If abreak condition is set on an interrupt-
disabled instruction, the break occurs before execution of the instruction at which the next
interrupt is accepted, so the PC value saved is the address of the break.

3. Break on Data Access (CPU/Peripheral): The program counter (PC) value isthe start address
of the next instruction after the last instruction executed before the user break exception
handling started. When data access (CPU/peripheral) is set as a break condition, the place
where the break will occur cannot be specified exactly. The break will occur at an instruction
fetched close to where the data access that is to receive the break occurs.
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6.3.6 Example of Use
Break on a CPU Instruction Fetch Bus Cycle:

A. Register settings:. BARA = H'00000404, BAMRA = H'00000000, BBRA = H'0054
BARB = H'00008010, BAMRB = H'00000006, BBRB = H'0054
BDRB = H'00000000, BDMRB = H'00000000
BRCR = H'1400

Conditions set (channel A/channel B independent mode):
Channel A: Address = H'00000404, address mask H'00000000
Bus cycle = CPU, instruction fetch (after execution), read
(operand size not included in conditions)
Channel B: Address = H'00008010, address mask H'00000006
Data H'00000000, data mask H'00000000
Bus cycle = CPU, instruction fetch (before execution), read
(operand size not included in conditions)

A user break will occur after the instruction at address H'00000404 is executed, or a user break
will be generated before the execution of the instruction at address H'00008010—H'00008016.

B. Register settings: BARA = H'00037226, BAMRA = H'00000000, BBRA = H'0056
BARB = H'0003722E, BAMRB = H'00000000, BBRB = H'0056
BDRB = H'00000000, BDMRB = H'00000000
BRCR =H'1010

Conditions set (channel A - channel B sequential mode):

Channel A: Address = H'00037226, address mask H'00000000
Bus cycle = CPU, instruction fetch (before execution), read, word
Channel B: Address = H'0003722E, address mask H'00000000

Data H'00000000, data mask H'00000000
Bus cycle = CPU, instruction fetch (before execution), read, word

Theinstruction at address H'00037226 will be executed and then a user break interrupt will occur
before the instruction at address H'0003722E is executed.
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C. Register settings:  BARA = H'00027128, BAMRA = H'00000000, BBRA = H'005A
BARB = H'00031415, BAMRB = H'00000000, BBRB = H'0054
BDRB = H'00000000, BDMRB = H'00000000
BRCR = H'1000

Conditions set (channel A/channel B independent mode):

Channel A: Address = H'00027128, address mask H'00000000
Bus cycle = CPU, instruction fetch (before execution), write , word
Channel B: Address = H'00031415, address mask H'00000000

Data H'00000000, data mask H'00000000

Bus cycle = CPU, instruction fetch (before execution), read
(operand size not included in conditions)

A user break interrupt is not generated for channel A since the instruction fetch is not awrite
cycle. A user break interrupt is not generated for channel B because the instruction fetch is for an
odd address.

D. Register settings: BARA = H'00037226, BAMRA = H'00000000, BBRA = H'005A
BARB = H'0003722E, BAMRB = H'00000000, BBRB = H'0056
BDRB = H'00000000, BDMRB = H'00000000
BRCR =H'1010

Conditions set (channel A - channel B sequential mode):

Channel A: Address = H'00037226, address mask H'00000000

Bus cycle = CPU, instruction fetch (before execution), write, word
Channel B: Address = H'0003722E, address mask H'00000000

Data H'00000000

Data mask H'00000000

Bus cycle = CPU, instruction fetch (before execution), read, word

The break for channel A isawrite cycle, so conditions are not satisfied; since the sequence
conditions are not met, no user break interrupt occurs.
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Break on CPU Data Access Cycle:

Register settings:  BARA = H'00123456, BAMRA = H'00000000, BBRA = H'0064
BARB = H'000ABCDE, BAMRB = H'000000FF, BBRB = H'006A
BDRB = H'0000A512, BDMRB = H'00000000
BRCR = H'1008

Conditions set (channel A/channel B independent mode):
Channel A: Address = H'00123456, address mask H'00000000
Bus cycle = CPU, data access, read
(operand size not included in conditions)
Channel B: Address = H'000ABCDE, address mask H'000000FF
Data H'0000A512, data mask H'00000000
Bus cycle = CPU, data access, write, word

For channel A, a user break interrupt occurs when it is read as longword at address H'00123454, as
word at address H'00123456 or as byte at address H'00123456. For channel B, a user break
interrupt occurs when H'A512 iswritten as word at H'000A BCO0—H'000ABCFE.

Break on DMAC Data Access Cycle:

Register settings: BARA = H'00314156, BAMRA = H'00000000, BBRA = H'0094
BARB = H'00055555, BAMRB = H'00000000, BBRB = H'00A9
BDRB = H'00007878, BDMRB = H'00000FOF
BRCR = H'1008

Conditions set (channel A/channel B independent mode):
Channel A: Address = H'00314156, address mask H'00000000
Bus cycle= DMA, instruction fetch, read
(operand size not included in conditions)
Channel B: Address = H'00055555, address mask H'00000000
Data H'00007878, data mask H'00000FOF
Bus cycle = peripheral, data access, write, byte

For channel A, a user break interrupt does not occur, since no instruction fetch occursin the
DMAC cycle. For channel B, auser break interrupt occurs when the DMAC writes H'7* (where *
means don’t care) as byte at H'00055555.
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6.3.7 Usage Notes

1. UBC registerscan only beread or written to by the CPU.

2. When set for a sequential break, conditions match when a match of channel B conditions
occurs some time after the bus cycle in which a channel A match occurs. This means that the
conditions will not be satisfied when set for a bus cycle in which channel A and channel B
occur simultaneously. Since the CPU uses a pipeline structure, the order of the instruction
fetch cycle and memory cycleisfixed, so sequential conditions will be satisfied when the
respective channel conditions are met in the order the bus cycles occur.

3. When set for sequential conditions (the SEQ bit in BRCR is 1) and the instruction fetch cycle
of the channel A CPU is set as a condition, set channel A for before instruction execution
(PCBA bitin BRCR is 0).

4. When register settings are changed, the write values usually become valid after three cycles.
For on-chip memory, instruction fetches get two instructions simultaneoudly. If a break
condition is set on the fetch of the second of these two instructions but the contents of the UBC
registers are changed so as to alter the break condition immediately after the first of the two
instructions is fetched, a user break interrupt will still occur before the second instruction. To
ensure the timing of the change in the setting, read the register written last as a dummy. The
changed settings will be valid thereafter.

5. When auser break interrupt is generated upon a match of the instruction fetch condition and
the conditions match again in the UBC while the exception handling service routine is
executing, the break will cause exception handling when the I3-10 bitsin SR are set to 14 or
lower. When masking addresses, when setting instruction fetch and after-execution as break
conditions, and when executing in steps, the UBC’ s exception service routine should not cause
amatch of addresses with the UBC.

6. When the emulator is used, the UBC is used on the emulator system side to implement the
emulator's break function. This means none of the UBC functions can be used when the
emulator is being used.
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6.3.8 SH7000 Series Compatible Mode

1. In SH7000 Series compatible mode:
In SH7000 Series compatible mode, functions are as follows:
e Theregisters shown in thetable 6.2 are valid; al others are not.

» External bus breaks are not possible in SH7000 Series compatible mode. The instruction fetch
cycle occurs prior to instruction execution. The flags are not set when break conditions match.

2. Differences between SH7000 Series compatible mode and SH7604 mode:
When set for the CPU instruction fetch cycle in the SH7000 Series compatible mode, the break
occurs before the instruction that matches the conditions. The break conditions differ as shown
below from setting for before-execution in SH7604 mode. For data access cycles, the address
is always compared to 32 bits in the SH7000 Series compatible mode, but in SH7604 mode is
compared as shown in table 6.3. This produces the differences in break conditions shown in
table 6.4.

Table6.4 Differencesin Break Conditions

SH7000 Series

Match Determination Compatible Mode SH7604 Mode
Conditions match when set for instruction Breaks if instruction is ~ Does not break if
fetch cycle/before-execution overrun-fetched and instruction is overrun
not executed (as during fetched and not executed
branching) (as during branching)
Conditions match in longword access when Does not break Breaks

set for addresses other than longword
boundaries (4n address)

Conditions match in word access when set  Does not break Breaks
for addresses other than word boundaries
(2n addresses)
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Section 7 Bus State Controller (BSC)

71 Overview

The bus state controller (BSC) manages the address spaces and outputs control signals so that
optimum memory accesses can be made in the four spaces. This enables memories like DRAM,
synchronous DRAM and pseudo-SRAM, and peripheral chips, to be linked directly.

711 Features

The BSC has the following features:

Address space is divided into four spaces
O A maximum linear 32 Mbytes for each of the address spaces CS0-CS3

O Thetype of memory connected can be specified for each space (DRAM, synchronous
DRAM, pseudo-SRAM, burst ROM, etc.).

O Buswidth can be selected for each space (8, 16, or 32 bits).

O Wait state insertion can be controlled for each space.

O Outputs control signals for each space.

Cache

0 Cache areas and cache-through areas can be selected by access address.

O When acache access misses, 16 bytes are read consecutively in 4-byte units (because of
cache fill); writes use the write-through system.

O Cache-through accesses are accessed according to access size.

Refresh

O Supports CAS-before-RAS refresh (auto-refresh) and self-refresh.

O Refreshinterval can be set using the refresh counter and clock selection.
Direct interface to DRAM

O Multiplexes row/column address output.

O Burst transfer during reads, high-speed page mode for consecutive accesses.
O GeneratesaTp cycleto ensure RAS precharge time.

Direct interface to synchronous DRAM

O Multiplexes row/column address output.

O Burst read, single write

O Bank active mode

HITACHI
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« Master and slave modes (bus arbitration)

O Total master and partial-share master modes. In total master mode, all resources are shared
with other CPUs. Bus permission is shared when an external bus release request is
received. |n partial-share master mode, only the CS2 space is shared with other CPUs; all
other spaces can be accessed at any time.

O Indave mode, the external busis accessed when abus use request is output and bus use
permission is received.

» Refresh counter can be used as an interval timer
O Interrupt request generated upon compare match (CM1 interrupt request signal).

7.1.2 Block Diagram

Figure 7.1 shows the BSC block diagram.
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7.1.3 Pin Configuration
Table 7.1 lists the bus state controller pin configuration.

Table7.1 Pin Configuration

With Bus

Signal /O Released Description

A26-A0 /O | Address bus. 27 bits are available to specify a total 128 Mbytes of
memory space. The most significant 2 bits are used to specify the
CS space, so the size of the spaces is 32 Mbytes. When the bus is
released, these become inputs for the external bus cycle address
monitor.

D31-DO0 /0O Hi-z 32-bit data bus. When reading or writing a 16-bit width area, use
D15-D0; when reading or writing a 8-bit width area, use D7-DO0.
With 8-bit accesses that read or write a 32-bit width area, input and
output the data via the byte position determined by the lower
address bits of the 32-bit bus.

BS /0 | Indicates start of bus cycle or monitor. With the basic interface
(device interfaces except for DRAM, synchronous DRAM, pseudo-
SRAM), signal is asserted for a single clock cycle simultaneous
with address output. The start of the bus cycle can be determined
by this signal. This signal is asserted for 1 cycle synchronous with
column address output in DRAM, synchronous DRAM and pseudo-
SRAM accesses. When the bus is released, BS becomes an input
for address monitoring of external bus cycles.

CSo0- (0] Hi-Zz Chip select. Signals that select area; specified by A26 and A25.

CS3

R_D/W, /0 | Read/write signal. Signal that indicates access cycle direction

WE (read/write). Connected to WE pin when DRAM/synchronous
DRAM is connected. When the bus is released, becomes an input
for address monitoring of external bus cycles.

RAS,CE O HiZ RAS pin for DRAM/synchronous DRAM. CE pin for pseudo-SRAM.

CAS,0OE O Hiz Open when using DRAM. CAS pin for synchronous DRAM. OE pin
for pseudo-SRAM.

CASHH, O Hi-Z When DRAM is used, connected to CAS pin for the most

DQMUU, significant byte (D31-D24). When synchronous DRAM is used,

WE3 connected to DQM pin for the most significant byte. When pseudo-
SRAM is used, connected to WE pin for the most significant byte.
For basic interface, indicates writing to the most significant byte.

CASHL, O Hi-Z When DRAM is used, connected to CAS pin for the second byte

DQMUL, (D23-D16). When synchronous DRAM is used, connected to DQM

WE2 pin for the second byte. When pseudo-SRAM is used, connected
to WE pin for the second byte. For basic interface, indicates writing
to the second byte.
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Table7.1

Pin Configuration (cont)

With Bus

Signal /0 Released Description

CASLH, O Hi-Z When DRAM is used, connected to CAS pin for the third byte

DQMLU, (D15-D8). When synchronous DRAM is used, connected to DQM

WEH1 pin for the third byte. When pseudo-SRAM is used, connected to
WE pin for the third byte. For basic interface, indicates writing to
the third byte.

CASLL, (@] Hi-Z When DRAM is used, connected to CAS pin for the least significant

DQMLL, byte (D7-D0). When synchronous DRAM is used, connected to

WEO DQM pin for the least significant byte. When pseudo-SRAM is
used, connected to WE pin for the least significant byte. For basic
interface, indicates writing to the least significant byte.

RD (@) Hi-Z Read pulse signal (read data output enable signal). Normally,
connected to the device’s /OE pin; when there is an external data
buffer, the read cycle data can only be output when this signal is
low.

WAIT | Ignore Hardware wait input.

BACK, I I Bus use enable input in partial-share master or slave mode: BACK.

BRLS Bus release request input in total master: BRLS.

BREQ, O O Bus request output in partial-share master or slave mode: BREQ.

BGR Bus grant output in total master: BGR.

CKE (@) (@) Synchronous DRAM clock enable control. Signal for supporting
synchronous DRAM self-refresh.

IVECF O Hi-Z Interrupt vector fetch.

DREQO | | DMA request 0.

DACKO (@) (@) DMA acknowledge 0.

DREQ1 | | DMA request 1.

DACK1 (@) (@) DMA acknowledge 1.

Note: Hi-Z: High impedance
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714 Register Configuration

The BSC has seven registers. These registers are used to control wait states, bus width, interfaces
with memories like DRAM, synchronous DRAM, pseudo-SRAM, and burst ROM, and DRAM,
synchronous DRAM, and pseudo-SRAM refreshing. The register configurations are shown in
table 7.2.

The size of the registersthemselvesis 16 bits. If read as 32 bits, the upper 16 bitsare 0. In order to
prevent writing mistakes, 32-bit writes are accepted only when the value of the upper 16 bits of the
write data is H'A55A; no other writes are performed. Initialize the reserved hits.

I nitialization Procedure: Do not access a space other than CS0 until the settings for the interface
to memory are completed.

Table7.2 Register Configuration

Name Abbr. R/W Initial Value Address*!  Access Size
Bus control register 1 BCR1 R/W H'03FO0 H'FFFFFFEQ 162, 32
Bus control register 2 BCR2 R/W H'O0OFC H'FFFFFFE4 1672, 32
Wait control register WCR R/W H'AAFF H'FFFFFFE8 1672, 32
Individual memory control register ~ MCR R/W H'0000 H'FFFFFFEC 162, 32
Refresh timer control/status register RTCSR R/W H'0000 H'FFFFFFFO 1672, 32
Refresh timer counter RTCNT R/W H'0000 H'FFFFFFF4 162, 32
Refresh time constant register RTCOR R/W H'0000 H'FFFFFFF8 162, 32

Notes: 1. This address is for 32-bit accesses; for 16-bit accesses add 2.
2. 16-bit access is for read only.

715 AddressMap

The SH7604 address map, which has a memory space of 256 Mbytes, is divided into four spaces.
The types and data width of devices that can be connected are specified for each space. The
overall space address map is shown in table 7.3. Since the spaces of the cache area and the cache-
through area are the same, the maximum memory space that can be connected is 128 Mbytes. This
means that when address H'20000000 is accessed in a program, the data accessed is actually in
H'00000000.

There are several spaces for cache control. These include the associative purge space for cache
purges, address array read/write space for reading and writing addresses (address tags), and data
array read/write space for forced reads and writes of data arrays.
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Table7.3 AddressMap

Address Space Memory Size

H'00000000 to H'01FFFFFF CSO space, cache Ordinary space or burst ROM 32 Mbytes
area

H'02000000 to H'03FFFFFF CS1 space, cache Ordinary space 32 Mbytes

area

H'04000000 to H'OSFFFFFF

CS2 space, cache
area

Ordinary space or synchronous 32 Mbytes
DRAM

H'06000000 to H'07FFFFFF

CS3 space, cache
area

Ordinary space, synchronous
DRAM, DRAM or pseudo-DRAM

32 Mbytes

H'08000000 to H'1FFFFFFF

Reserved

H'20000000 to H'21FFFFFF

CSO0 space, cache-
through area

Ordinary space or burst ROM (32 Mbytes)

H'22000000 to H'23FFFFFF

CS1 space, cache-
through area

Ordinary space (32 Mbytes)

H'24000000 to H'25FFFFFF

CS2 space, cache-
through area

Ordinary space or synchronous (32 Mbytes)
DRAM

H'26000000 to H'27FFFFFF

CS3 space, cache-
through area

Ordinary space, synchronous
DRAM, DRAM or pseudo-DRAM

(32 Mbytes)

H'28000000 to H'3FFFFFFF

Reserved

H'40000000 to H'47FFFFFF

Associative purge
space

128 Mbytes

H'48000000 to H'5FFFFFFF

Reserved

H'60000000 to H'7FFFFFFF

Address array,
read/write space

512 Mbytes

H'80000000 to H'BFFFFFFF

Reserved

H'C0000000 to H'CO000FFF

Data array, read/write
space

4 kbytes

H'C0001000 to H'DFFFFFFF

Reserved

H'E0001000 to H'FFFF7FFF

Reserved

H'FFFF8000 to H'FFFFBFFF

For setting
synchronous DRAM
mode

16 kbytes

H'FFFFC000 to H'FFFFFDFF Reserved

15.5 kbytes

H'FFFFFEOO to H'FFFFFFFF On-chip peripheral

modules

512 bytes

Note:

Do not access reserved spaces, as this will cause operating errors.
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7.2 Description of Registers

721 Bus Control Register 1 (BCR1)

Bit. 15 14 13 12 11 10 9 8
Bitname: MASTER — | — |ENDIAN|BSTROM PSHR | AHLW1 | AHLWO
Initial value: — 0 0 0 0 0 1 1
RW: R R R RW RW RW RW RW
Bit. 7 6 5 4 3 2 1 0
Bit name: | AILW1 | AILWO| AOLW1 | AOLWO| — | DRAM2 | DRAMI| DRAMO|
Initial value: 1 1 1 1 0 0 0 0
RW: RW RW RW  RW R RW  RW  RW

Initialize ENDIAN, BSTROM, PSHR and DRAM2-DRAMO bits after a power-on reset and do
not write to them thereafter. To change other bits by writing to them, write the same value as they
areinitialized to. Do not access any space other than CS0 until the register initialization ends.

« Bit 15—BusArbitration (MASTER): The MASTER bhit is used to check the settings of the bus
arbitration function set by the mode settings with the external input pin. It is aread-only bit.

Bit 15 (MASTER) Description
0 Master mode
1 Slave mode

e Bits 14, 13, and 3—Reserved bits: These bits always read 0. The write value should always be
0.

e Bit 12—Endian Specification for Area2 (ENDIAN): In big-endian format, the MSB of byte
dataisthe lowest byte address and byte data goesin order toward the LSB. For little-endian
format, the LSB of byte datais the lowest byte address and byte data goes in order toward the
MSB. When this bit is 1, the data is rearranged into little-endian format before transfer when
the CS2 spaceis read or written to. It is used when handling data with little-endian processors
or running programs written with little-endian format in mind.

Bit 12: ENDIAN Description

0 Big-endian, as in other areas (Initial value)
1 Little-endian
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e Bit 11—Area 0 Burst ROM Enable (BSTROM)

Bit 11: BSTROM Description
0 Area 0 is accessed normally (Initial value)
1 Area 0 is accessed as burst ROM

e Bit 10—Partial Space Share Specification (PSHR): When bus arbitration is in master mode and
the PSHR bit is 1, only area 2 is handled as a shared space. When areas other than area 2 are
accessed, bus ownership is not requested. When this bit is 1, address monitor specification is
disabled. This mode is called partial-share master mode. Theinitial valueisO.

» Bits9 and 8—L ong Wait Specification for Areas 2 and 3 (AHLW1, AHLWO): When the basic
memory interface setting is made for area 2 and area 3, the wait specification of thisfield is
effective when the bits that specify the respective areawaitsin the wait control register
(W21/W20 or W31/W30) specify long waits (i.e., 11).

Bit 9: AHLW1 Bit 8: AHLWO Description
0 0 3 waits
1 4 waits
1 0 5 waits
1 6 waits (Initial value)

» Bits7 and 6—Long Wait Specification for Area1l (A1LW1, A1LWO0): When the basic
memory interface setting is made for area 1, the wait specification of thisfield is effective
when the bits that specify the wait in the wait control register specify long wait (i.e., 11).

Bit 7: A1LW1 Bit 6: A1LWO Description
0 0 3 waits
1 4 waits
1 0 5 waits
1 6 waits (Initial value)

» Bits5and 4—Long Wait Specification for Area0 (AOLW1, AOLWO0): When the basic
memory interface setting is made for area 0, the wait specification of thisfield is effective
when the bits that specify the wait in the wait control register specify long wait (i.e., 11).
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Bit 5: AOLW1 Bit 4: AOLWO Description

0 0 3 waits (Initial value)
1 4 waits

1 0 5 waits
1 6 waits

e Bits2to 0—Enable for DRAM and Other Memory (DRAM2-DRAMOQ)

DRAM2 DRAM1 DRAMO Description

0 0 0 Areas 2 and 3 are ordinary spaces (Initial value)
1 Area 2 is ordinary space; area 3 is synchronous DRAM space
1 0 Area 2 is ordinary space; area 3 is DRAM space
1 Area 2 is ordinary space; area 3 is pseudo-SRAM space
1 0 0 Area 2 is synchronous DRAM space, area 3 is ordinary space
1 Areas 2 and 3 are synchronous DRAM spaces
1 0 Reserved (do not set)
1 Reserved (do not set)

722 Bus Control Register 2 (BCR2)

Bitt 15 14 13 12 11 10 9 8
Bitname:| — | — | — | — | — | — | — | — |
Initial value: 0 0 0 0 0 0 0 0
R/W:
Bitt 7 6 5 4 3 2 1 0
Bit name:‘ A3SZ1 ] A3SZO‘ A2571 ’ A2820‘ A1SZ1 ‘ A1SZ0 ] — \ — ]
Initial value: 1 1 1 1 1 1 0 0

R/W: R/W R/W R/W R/W R/W R/W

Initialize BCR2 after a power-on reset and do not write to it thereafter. When writing to it, write
the same values as those the bits are initialized to. Do not access any space other than CS0 until
the register initialization ends.
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» Bits 15 to 8—Reserved: These bits alwaysread 0. The write value should aways be 0.

» Bits7 and 6—Bus Size Specification for Area 3 (A3S21-A3SZ0). Effective only when

ordinary spaceis set.

Bit 7: A3SzZ1 Bit 6: A3SZ0

Description

0 0 Reserved (do not set)
1 Byte (8-bit) size
1 0 Word (16-bit) size
1 Longword (32-bit) size (Initial value)

* Bits5and 4—Bus Size Specification for Area2 (A2SZ21-A2S70): Effective only when

ordinary spaceis set.

Bit 5: A2SZ1 Bit 4: A2SZ0

Description

0 0 Reserved (do not set)
1 Byte (8-bit) size
1 0 Word (16-bit) size
1 Longword (32-hit) size (Initial value)

» Bits3 and 2—Bus Size Specification for Areal (A1SZ1-A1S70)

Bit 3: A1SZ1 Bit 2: A1SZ0

Description

0 0 Reserved (do not set)
1 Byte (8-bit) size
1 0 Word (16-hit) size
1 Longword (32-bit) size (Initial value)

e Bits 1 and 0—Reserved: These hits always read 0. The write value should always be 0.

Note: Thebussize of area 0 is specified by the mode input pins.
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7.2.3

Bit:
Bit name:

Initial value:
R/W:

Bit:
Bit name:

Initial value:
R/W:

Wait Control Register (WCR)

15 14 13 12 11 10 9 8
| wa1 | wso | wz1 | w20 | wil | wio | woi | woo |
1 0 1 0 1 0 1 0
RW RW RW RW RW RW RW RW
7 6 5 4 3 2 1 0
| wal | wso | wz2r | w20 | wil | wio | woi | woo |
1 1 1 1 1 1 1 1
RW RW RW RW RW RW RW RW

Do not access a space other than CSO until the settings for register initialization are completed.

Bits 15 to 8—Idles between Cycles for Areas 3 to 0 (IW31-W00): These bits specify idle
cyclesinserted between consecutive accesses to different areas. Idles are used to prevent data
conflict between ROM or the like, which is slow to turn the read buffer off, and fast memories
and 1/0 interfaces. Even when access is to the same area, idle cycles must be inserted when a
read accessis followed immediately by awrite access. Theidle cyclesto be inserted comply
with the specification for the previously accessed area.

IW31, w21, IW11, IW01 IW30, IW20, IW10, IW00 Description
0 0 No idle cycle
One idle cycle inserted
1 Two idle cycles inserted  (Initial value)

1
0
1

Reserved (do not set)

Bits 7 to 0—Wait Control for Areas 3 to 0 (W31-W00)

During the basic cycle:

W31, W21, Wil, wol

W30, W20, W10, W00

Description

0 0 External wait input disabled without wait

0 1 External wait input enabled with one wait

1 0 External wait input enabled with two waits

1 1 Complies with the long wait specification of
bus control register 1 (BCR1). External wait
input is enabled (Initial value)

140

HITACHI



When area 3 is DRAM, the number of CAS assert cyclesis specified by wait control bits W31

and W30:
Bit 7: W31 Bit 6: W30 Description
0 0 1 cycle
1 2 cycles
1 0 3 cycles
1 Reserved (do not set)

When the setting is for 2 or more cycles, external wait input is enabled.

When area 2 or 3 is synchronous DRAM, CAS latency is specified by wait control bits W31

and W30, and W21 and W20, respectively:

W31, w21 W30, W20 Description
0 0 1 cycle

1 2 cycles
1 0 3 cycles

1 4 cycles

With synchronous DRAM, external wait input is ignored regardless of any setting.

When area 3 is pseudo-SRAM, the number of cycles from BS signal assertion to the end of the
cycleis specified by wait control bits W31 and W30:

Bit 7: W31 Bit 6: W30 Description
0 0 2 cycles
1 3 cycles
1 0 4 cycles
1 Reserved (do not set)

When the setting isfor 3 or more cycles, external wait input is enabled.
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724 Individual Memory Control Register (M CR)

Bit. 15 14 13 12 11 10 9 8
Bitname: | TRP | RCD | TRWL | TRAS1| TRASO | BE | RASD | —
Initial value: 0 0 0 0 0 0 0 0
RW: RW RW RW RW RW RW RW R

Bit. 7 6 5 4 3 2 1 0
Bitname: | AMX2 | SZ | AMX1 | AMXO | RFSH | RMD | — | —
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W

The TRP, RCD, TRWL, TRASI-TRASO, BE, RASD, AMX2-AMXO0 and SZ hits areinitialized
after a power-on reset. Do not write to them thereafter. When writing to them, write the same
values asthey areinitialized to. Do not access any space other than CS2 and CS3 until the register
initialization ends.

e Bit 15—RAS Precharge Time (TRP): When DRAM is connected, specifies the minimum
number of cycles after RAS is negated before the next assert. When pseudo-SRAM is
connected, specifies the minimum number of cycles after CE is negated before the next assert.
When synchronous DRAM is connected, specifies the minimum number of cycles after
precharge until a bank active command is output. See section 7.5, Synchronous DRAM
Interface, for details.

Bit 15: TRP Description
0 1 cycle (Initial value)
1 2 cycles

* Bit 14—RAS-CAS Delay (RCD): When DRAM is connected, specifies the number of cycles
after RAS is asserted before CAS is asserted. When pseudo-SRAM is connected, specifies the
number of cycles after CE is asserted before BS is asserted. When synchronous DRAM is
connected, specifies the number of cycles after a bank active (ACTV) command isissued until
aread or write command (READ, READA, WRIT, WRITA) isissued.

Bit 14: RCD Description

0 1 cycle (Initial value)
1 2 cycles
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Bit 13—Write-Precharge Delay (TRWL): When the synchronous DRAM is not in the bank
active mode, this bit specifies the number of cycles between the write cycle and the start-up of
the auto-precharge. The timing from this point to the point at which the next command can be
issued is calculated within the bus state controller. In bank active mode, this bit specifies the
period for which the precharge command is disabled after the write command (WRIT) is
issued. This bit isignored when memory other than synchronous DRAM is connected.

Bit 13: TRWL Description
0 1 cycle (Initial value)
1 2 cycles

Bits 12 and 11—CAS-Before-RAS Refresh RAS Assert Time (TRAS1-TRASO): The RAS
assertion width for DRAM is TRAS; the OE width for pseudo-SRAM is TRAS + 1 cycle.
After an auto-refresh command is issued, the synchronous DRAM does not issue a bank active
command for TRAS + 2 cycles, regardless of the TRP bit setting. For synchronous DRAMS,
thereis no RAS assertion period, but there isalimit for the time from the issue of arefresh
command until the next access. This value is set to observe this limit. Commands are not
issued for TRAS + 1 cycle when self-refresh is cleared.

Bit 12: TRAS1 Bit11l: TRASO Description

0 0 2 cycles (Initial value)
1 3 cycles

1 0 4 cycles
1 Reserved (do not set)

* Bit 10—Burst Enable (BE)

Bit 10: BE Description

0 Burst disabled (Initial value)

1 High-speed page mode during DRAM interfacing is enabled. Data is

continuously transferred in static column mode during pseudo-SRAM
interfacing. During synchronous DRAM access, burst operation is
always enabled regardless of this bit.
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e Bit %—RAS Down Mode (RASD)

Bit 9: RASD Description

0 For DRAM, RAS is negated after access ends (normal operation).
For synchronous DRAM, a read or write is performed using auto-
precharge mode. The next access always starts with a bank active
command.

1 For DRAM, after access ends RAS down mode is entered in which RAS

is left asserted. When using this mode with an external device
connected which performs writes other than to DRAM, see section
7.6.5, Burst Access.

For synchronous DRAM, access ends in the bank active state. This is
only valid for area 3. When area 2 is synchronous DRAM, the mode is
always auto-precharge.

e Bits7, 5, and 4—Address Multiplex (AMX2-AMX0)

For DRAM interface:

Bit 7: Bit 5: Bit 4:
AMX2 AMX1 AMXO0 Description
0 0 0 8-bit column address DRAM
1 9-bit column address DRAM
1 0 10-bit column address DRAM
1 11-bit column address DRAM
1 0 0 Reserved (do not set)
1 Reserved (do not set)
1 0 Reserved (do not set)
1 Reserved (do not set)
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For synchronous DRAM interface:

Bit 7: Bit 5: Bit 4:
AMX2 AMX1 AMXO0 Description
0 0 0 16-Mbit DRAM (1M x 16 bits)
1 16-Mbit DRAM (2M x 8 bits)*
1 0 16-Mbit DRAM (4M x 4 bits)*
1 4-Mbit DRAM (256K x 16 bits)
1 0 0 Reserved (do not set)
1 Reserved (do not set)
1 0 Reserved (do not set)

1 2-Mbit DRAM (128K x 16 bits)

Note: Reserved. Do not set when SZ bit in MCR is 0 (16-bit bus width).

» Bit 6—Memory Data Size (SZ): For synchronous DRAM, DRAM, and pseudo-SRAM space,
the data bus width of BCR2 isignored in favor of the specification of this bit.

Bit 6: SZ Description
0 Word (Initial value)
1 Longword

* Bit 3—Refresh Control (RFSH): This bit determines whether or not the refresh operation of
DRAM/synchronous DRAM/pseudo-SRAM is performed. This bit isnot valid in the dlave
mode and is always handled as 0.

Bit 3: RFSH Description
0 No refresh (Initial value)
1 Refresh

» Bit 2—Refresh Mode (RMODE): When the RFSH bit is 1, this bit selects normal refresh or
self-refresh. When the RFSH hit is O, do not set this bit to 1. When the RFSH bit is 1, self-
refresh mode is entered immediately after the RMD bit is set to 1. When the RFSH bit is 1 and
thisbit is 0, a CAS-before-RAS refresh or auto-refresh is performed at the interval set in the 8-
bit interval timer. When arefresh request occurs during an external area access, therefreshis
performed after the access cycle is completed. When set for self-refresh, self-refresh modeis
entered immediately unless the SH7604 is in the middle of an synchronous DRAM or pseudo-
SRAM areaaccess. If itis, self-refresh mode is entered when the access ends. Refresh requests
from theinterval timer areignored during self-refresh. Self-refresh is not supported for
DRAM, so always set RMD to 0 when using DRAM.
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Bit 2. RMODE Description

0 Normal refresh (Initial value)

1 Self-refresh

e Bits8, 1, and 0—Reserved: These bits alwaysread 0.

7.25 Refresh Timer Control/Status Register (RTCSR)

Bit: 15 14 13 12 11 10 9 8
swrame:[ = | = | = | - | — | — | = | — |
Initial value: 0 0 0 0 0 0 0 0

R/W:

Bit: 7 6 5 4 3 2 1 0
Bitname:| CMF | CMIE | CKS2 | CKS1 | ckso | — | — | — |
Initial value: 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R R R

« Bits 15 to 8—Reserved: These bits alwaysread 0.

e Bit 7—Compare Match Flag (CMF): This status flag, which indicates that the values of
RTCNT and RTCOR match, is set/cleared under the following conditions:

Bit 7. CMF Description

0 RTCNT and RTCOR match
Clear condition: After RTCSR is read when CMF is 1, 0 is written in
CMF

1 RTCNT and RTCOR do not match

Set condition: RTCNT = RTCOR

e Bit 6—Compare Match Interrupt Enable (CMIE): Enables or disables an interrupt request
caused by the CMF bhit of RTSCR when CMFisset to 1.

Bit 6: CMIE Description

0 Interrupt request caused by CMF is disabled (Initial value)
1 Interrupt request caused by CMF is enabled
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» Bits5to 3—Clock Select Bits (CKS2-CK S0)

Bit 5: CKS2 Bit 4: CKS1 Bit 3: CKSO Description
0 0 0 Count-up disabled (Initial value)
1 CLK/4
1 0 CLK/16
1 CLK/64
1 0 0 CLK/256
1 CLK/1024
1 0 CLK/2048
1 CLK/4096

» Bits2to 0—Reserved: These bits always read 0. The write value should always be O.

7.2.6 Refresh Timer Counter (RTCNT)
Bit: 15 14 13 12 11 10 9 8
Bit name: ’ — ‘ — — — ‘ — ’ — — ‘ — ‘
Initial value: 0 0 0 0 0 0 0 0
R/W:
Bit: 7 6 5 4 3 2 1 0
Bit name: ’ ‘ ‘ ’ ‘ ‘
Initial value: 0 0 0 0 0 0 0 0
R/W: R/W R/W R/W R/W R/W R/W R/W R/W

The 8-bit counter RTCNT counts up with input clocks. The clock select bit of RTCSR selects an
input clock. RTCNT values can aways be read/written by the CPU. When RTCNT matches
RTCOR, RTCNT iscleared. Returnsto 0 after it counts up to 255.

e Bits 15 to 8—Reserved: These bits alwaysread 0. The write value should aways be 0.
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7.2.7 Refresh Time Constant Register (RTCOR)

Bit: 15 14 13 12 11 10 9 8
gtname: | — | — | — | — | — | — [ — | — |
Initial value: 0 0 0 0 0 0 0 0

R/W:

Bit: 7 6 5 4 3 2 1 0
Bit name: ] ] | ] |
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

RTCOR is an 8-bit read/write register. The values of RTCOR and RTCNT are constantly
compared. When the values correspond, the compare match flag in RTCSR is set and RTCNT is
cleared to 0. When the refresh bit (RFSH) in the individual memory control register issetto 1, a
refresh request signal occurs. The refresh request signal is held until refresh operationis
performed. If the refresh request is not processed before the next match, the previous request
becomes ineffective.

When the CMIE bit in RTSCR is set to 1, an interrupt request is sent to the controller by this
match signal. The interrupt request is output continuously until the CMF bit in RTSCR is cleared.
When the CMF bit clears, it only affects the interrupt; the refresh request is not cleared by this
operation. When arefresh is performed and refresh requests are counted using interrupts, arefresh
can be set smultaneously with the interval timer interrupt.

« Bits 15 to 8—Reserved: These bits alwaysread 0. The write value should aways be 0.
7.3 Access Size and Data Alignment

731 Connection to Ordinary Devices

Byte, word, and longword are supported as access units. Datais aligned based on the data width of
the device. Therefore, reading longword data from a byte-width device requires four read
operations. The bus state controller automatically converts data alignment and data length between
interfaces. The data width for external devices can be connected to either 8 bits, 16 bits or 32 bits
by setting BCR2 (for the CS1-CS3 spaces) or using the mode pins (for the CS0 space). Since the
data width of devices connected to the respective spaces is specified statically, however, the data
width cannot be changed for each access cycle.
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Instruction fetches are always performed in 32-bit units. When branching to an odd word
boundary (4n + 2 address), instruction fetches are performed in longword units from a 4n address.
Figures 7.2 to 7.4 show the relationship between device data widths and access units.

A26—-A0
000000
000001
000002
000003
000000
000002
000000

:D31 ,D23 ,D15 ,D7 DO: 32-bit device data input/output pin
7 0 Byte read/write of address 0
7 0 Byte read/write of address 1
7 0 Byte read/write of address 2
7 0 Byte read/write of address 3
15 8,7 0 Word read/write of address 0
15 8,7 0 Word read/write of address 2
31 24 | 23 16 , 15 8,7 0 Longword read/write of address 0

Figure7.2 32-Bit External Devicesand Their Access Units (Ordinary)

D7 DO: 16-bit device data input/output pin
Byte read/write of address 0
7 0 Byte read/write of address 1
Byte read/write of address 2
7 0 Byte read/write of address 3

0 Word read/write of address 0

0 Word read/write of address 2

16

A26-A0 (P15
000000 7
000001
000002 7
000003
000000 15
000002 15
000000 31
000002 15

0 / Longword read/write of address 0

Figure7.3 16-Bit External Devicesand Their Access Units (Ordinary)

A26-A0 M 8-bit device data input/output pin

000000
000001
000002
000003
000000
000001
000002
000003
000000
000001
000002
000003

;
-
-
=

7
15
7

31

15

15

23

r 0

0 Byte read/write of address 0
0  Byte read/write of address 1
0  Byte read/write of address 2
0 Byte read/write of address 3

8
0 ) Word read/write of address 0

8
0 ) Word read/write of address 2
24
26
8
0 / Longword read/write of address O

Figure7.4 8-Bit External Devicesand Their Access Units(Ordinary)
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7.3.2 Connection to Little-Endian Devices

The SH7604 provides a conversion function in CS2 space for connection to and to maintain
program compatibility with devices that use little-endian format (in which the LSB isthe O
position in the byte data lineup). When the endian specification bit of BCR1 is set to 1, CS2 space
islittle-endian. The relationship between device data width and access unit for little-endian format
is shown in figures 7.5 and 7.6. When sharing memory or the like with alittle-endian bus master,
the SH7604 connects D31-D24 to the |east significant byte of the other bus master and D7-DO0 to
the most significant byte, when the bus width is 32 bits. When the width is 16 bits, the SH7604
connects D15-D8 to the least significant byte of the other bus master and D7-D0 to the most
significant byte.

When support software like the compiler or linker does not support switching, the instruction code
and constants in the program do not become little-endian. For this reason, be careful not to place
program code or constants in the CS2 space. When instructions or datain other CS spaces are used
by transferring them to CS2 space with the SH7604, there is no problem because the SH7604
converts the endian format. Programs that are designed for use with little-endian format assume
that the LSB is stored in the lowest address. Even when a program written in a high-level language
like Cisrecompiled asis, it may not execute properly. The sign bit of signed 16-bit data at address
O isstored at address 1 in little-endian format and at address O in big-endian format. It is possible
to correctly execute a program written for little-endian format by allocating the program and
constants to an area other than CS2 space and the data area to CS2 space. Note that the SH7604
does not support little-endian mode for devices with an 8-bit data bus width.

D31 D23 D15 D7 DO

A26-A0 } . . . | 32-bit device data input/output pin
000000 7 0 Byte read/write of address 0
000001 7 0 Byte read/write of address 1
000002 7 0 Byte read/write of address 2
000003 7 0 Byte read/write of address 3
000000 7 0,15 8 Word read/write of address 0
000002 7 0,15 8 Word read/write of address 2
oooooo 7 0,15 8,23 16, 31 24 Longword read/write of address O

Figure7.5 32-Bit External Devicesand Their Access Units (Little-Endian For mat)
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D15 D7 DO

A26—-A0 | r | 16-bit device data input/output pin
000000 7 0 Byte read/write of address 0
000001 7 0 Byte read/write of address 1
000002 7 0 Byte read/write of address 2
000003 7 0 Byte read/write of address 3
000000 7 0,15 8 Word read/write of address 0
000002 7 0,15 8 Word read/write of address 2
000000 7 0,15 8

000002 23 16, 31 24 /) Longword read/write of address 0

Figure7.6 16-Bit External Devicesand Their Access Units (Little-Endian For mat)

Using the Little-Endian Function: The SH7604 normally uses big-endian alignment for data
input and output, but an endian conversion function is provided for the CS2 space to enable
connection to little-endian devices. The following two points should be noted when using this
function:

« Little endian alignment should be used in the CS2 through-area.

»  When datais shared with another little-endian device using this function, the same access size
must be used by both. For example, to read data written in longword size by another little-
endian device, the SH7604 must use longword read access.

74 Accessing Ordinary Space

74.1 Basic Timing

A strobe signal is output by ordinary space accesses of CS0—CS3 spaces to provide primarily for
SRAM direct connections. Figure 7.7 shows the basic timing of ordinary space accesses. Ordinary
accesses without waits end in 2 cycles. The BS signal is asserted for 1 cycle to indicate the start of
the bus cycle. The CSn signal is negated by the fall of clock T2 to ensure the negate period. The
negate period is thus half a cycle when accessed at the minimum pitch.

The access sizeis not specified during aread. The correct access start address will be output to the
LSB of the address, but since no access size is specified, the read will aways be 32 bits for 32-bit
devices and 16 bits for 16-bit devices. For writes, only the WE signal of the byte that will be
written is asserted. For 32-bit devices, WE3 specifies writing to a4n address and WEO specifies
writing to a4n+3 address. For 16-bit devices, WEI specifies writing to a 2n address and WEO
specifies writing to a 2n+1 address. For 8-bit devices, only WEO is used.

The RD signal must be used to control data output of external devices so that conflicts do not
occur between trace information for emulators or the like output from the SH7604 and externa
device read data. In other words, when data buses are provided with buffers, the RD signal must
be used for data output in the read direction. When RD/WR signals do not perform accesses, the
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chip staysin read status, so there is adanger of conflicts occurring with output when thisis used to
control the external data buffer.

‘ T1 ‘ T2 ‘
«— P

CKIO W
A26-A0 )( ><:
s\
RD/WR X ><:

Read

Write

Figure7.7 Basic Timing of Ordinary Space Access

Figure 7.8 shows an example of a 32-bit data width SRAM connection, figure 7.9 a 16-bit data
width SRAM connection, and figure 7.10 an 8-bit data width SRAM connection.
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SH7604

Al8
A2
cen

RD
D31

_ D24
CASHH/DQMUU/WES
D23

D16
CASHL/DQMUL/WE2
D15

D8
CASLH/DQMLU/WET
D7

DO
CASLL/DOMLL/WED

128 k x 8-bit
SRAM

Al6

20
CS

OE

/07

100

WE

Al6

A0

cs

OE

/107

100

WE

Al6

A0

cs
OE

1107

100

Al6

A0

cs

OE

1107

100
WE

Figure7.8 Example of 32-Bit Data Width SRAM Connection
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SH7604

Al7
Al
csn
RD
D15
D8
CASLH/DQMLU/WE1
D7

DO
CASLL/DOMLL/WED

128 k x 8-bit
SRAM

Al6
A0
cs
OE
1107

100
WE

Al6
A0
cs
OE
1107

el
WE

Figure7.9 Exampleof 16-Bit Data Width SRAM Connection

SH7604

128 k x 8 bit
SRAM

Al16

A0

cs

OE

/107

DO
CASLL/DQMLL/WEO

100

WE
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Figure7.10 Example of 8-Bit Data Width SRAM Connection
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7.4.2 Wait State Control

The number of wait states inserted into ordinary space access states can be controlled using the
WCR and BCR1 register settings. When the Wn1 and WnO wait specification bitsin WCR for the
given CS space are 01 or 10, software waits are inserted according to the wait specification. When
Wnland WnO are 11, wait cycles are inserted according to the long wait specification bit AnLW
in BCR1. Thelong wait specification in BCR1 can be made independently for CS0 and CS1
spaces, but the same value must be specified for CS2 and CS3 spaces. All WCR specifications are
independent. A Tw cycle aslong as the number of specified cyclesisinserted as await cycle at the
walit timing for ordinary access space shown in figure 7.11.

T1 Tw T2

CKIO /

§T

A26-A0 X
o\
RD/WR X
SN
D31-DO ‘
e
D31-D0 —(
BT\

Read

Write

AT

Figure7.11 Wait Timing of Ordinary Space Access (Software Wait Only)
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When the wait is specified by software using WCR, the wait input WAIT signal from outsideis
sampled. Figure 7.12 shows WAIT signal sampling. A 2-cycle wait is specified as a software wait.
The sampling is performed when the Tw state shifts to the T2 state, so there is no effect even when
the WAIT signal is asserted in the T1 cycle or the first Tw cycle. The WAIT signal is sampled at
the clock rise. External waits should not be inserted, however, into word accesses of devices (such
as ordinary space and burst ROM) that have an 8-bit bus width (byte-size devices). Control waits
in such cases with software only.

Wait states
from WAIT
signal input

T1 ‘ Tw ‘ Tw ‘ Twx ‘ T2

Clok
o/

ROMA _ ) \
o\ /T
s ] ———
oo I o
WAT N o /) TN
s\ —

Figure7.12 Wait State Timing of Ordinary Space Access
(Wait Statesfrom WAIT Signal)
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75 Synchronous DRAM Interface

751 Synchronous DRAM Direct Connection

2-Mbit (128k x 16), 4-Mbit (256k x 16), and 16-Mbit (1M x 16, 2M x 8, and 4M x 4)
synchronous DRAMSs can be connected directly to the SH7604. All of these areinternally divided
into two banks. Since synchronous DRAM can be selected by the CS signal, areas CS2 and CS3
can be connected using a common RAS or other control signal. When the enable bits for DRAM
and other memory (DRAM2-DRAMO) in BCR1 are set to 001, CS2 is ordinary space and CS3 is
synchronous DRAM space. When set to 100, CS2 is synchronous DRAM space and CS3 is
ordinary space. When set to 101, both CS2 and CS3 are synchronous DRAM spaces.

The supported synchronous DRAM operating mode is for burst read and single write. The burst
length depends on the data bus width, comprising 4 bursts for a 32-bit width, and 8 bursts for a 16-
bit width. The data bus width is specified by the SZ bit in MCR. Burst operation is always
performed, so the burst enable (BE) bitin MCR isignored.

Control signals for directly connecting synchronous DRAM are the RAS/CE, CAS/OE, RD/WR,
CS2 or CS3, DQMUU, DQMUL, DQMLU, DQMLL, and CKE signals Signals other than CS2
and CS3 are common to every area, and signals other than CKE are valid and fetched only when
CS2 or CS3 istrue. Therefore, synchronous DRAM of multiple areas can be connected in parallel.
CKE is negated (to the low level); only when a self-refresh is performed otherwise it is asserted
(to the high level).

Commands can be specified for synchronous DRAM using the RAS/CE, CAS/OE, RD/WR, and
certain address signals. These commands are NOP, auto-refresh (REF), self-refresh (SELF), all-
bank precharge (PALL), specific bank precharge (PRE), row address strobe/bank active (ACTV),
read (READ), read with precharge (READA), write (WRIT), write with precharge (WRITA), and
mode register write (MRS).

Bytes are specified using DOMUU, DQMUL, DQMLU, and DQMLL. Theread/writeis
performed on the byte whose DQM islow. For 32-bit data, DQMUU specifies 4n address access
and DQMLL specifies 4n + 3 address access. For 16-bit data, only DOMLU and DQMLL are
used. Figure 7.13 shows an example in which a 32-bit connection uses a 256k x 16 bit
synchronous DRAM. Figure 7.14 shows an example with a 16-bit connection.
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256 k x 16-bit

synchronous
SH7604 DRAM
A1l A9
A2 A0
CKIO CLK
CKE CKE
CSn CS
RAS/CE RAS
CAS/OE CAS
RD/WR WE
D31 11015
D16 1/00
CASHH/DQMUU/WE3 DQMU
CASHL/DQMUL/WE2 DQML
D15
Do A:9
CASLH/DQMLU/WET Ab
CASLL/DQMLL/WEOQ CLK
CKE
CS
RAS
CAS
WE
11015
1/00
DQMU
DQML
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Figure7.13 Synchronous DRAM 32-bit Device Connection
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256 k x 16-bit

synchronous
A10 A9
Al A0
CKIO CLK
CKE CKE
CSn Ccs
RAS/CE RAS
CAS/OE CAS
RD/WR WE
D15 I/1015
DO 1/00
CASLH/DQMLU/WET DQMU
CASLL/DQMLL/WEO DQML

Figure7.14 Synchronous DRAM 16-bit Device Connection

752 Address Multiplexing

Addresses are multiplexed according to the MCR'’ s address multiplex specification bits AMX2—
AMXO0 and size specification bit SZ so that synchronous DRAMs can be connected directly
without an external multiplex circuit. Table 7.4 shows the relationship between the multiplex
specification bits and bit output to the address pins.

A26-A14 and A0 always output the original value regardless of multiplexing.

When SZ = 0, the data width on the synchronous DRAM sideis 16 bits and the LSB of the
device' s address pins (AQ) specifies word address. The A0 pin of the synchronous DRAM is thus
connected to the A1 pin of the SH7604, the rest of the connection proceeding in the same order,
beginning with the A1 pin to the A2 pin.

When SZ = 1, the data width on the synchronous DRAM sideis 32 bits and the LSB of the
device' s address pins (A0) specifies longword address. The A0 pin of the synchronous DRAM is
thus connected to the A2 pin of the SH7604, the rest of the connection proceeding in the same
order, beginning with the A1 pin to the A3 pin.
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Table7.4 SZ and AMX Bitsand Address Multiplex Output

Setting External Address Pins
SZ AMX2 AMX1 AMXO0 OutputTiming A1-A8 A9 Al10 A1l Al12 Al13
1 0 0 0 Column address A1-A8 A9 A10 A1l LHT A217
Row address A9-A16 Al7 Al18 Al9 A20 A217
1 0 0 1 Column address A1-A8 A9 A10 A1l LHT A227
Row address A10-A17 Al18 A19 A20 A2l A227
1 0 1 0 Column address A1-A8 A9 A10 A1l LHT A232
Row address Al11-A18 A19 A20 A21 A22 A23%
1 0 1 1 Column address A1-A8 A9 L/HT A192 Al12 Al13
Row address A9-A16 Al7 Al18 Al192 A20 A21
1 1 1 1 Column address A1-A8 A9 LHT A182 Al12 Al13
Row address A9-A16 Al7 Al7 Al182 A20 A2l
0 o0 0 0 Column address A1-A8 A9 Al10 L/HT A207? A13
Row address A9-A16 Al7 Al18 Al19 A207? A21
0 O 1 1 Column address A1-A8 L/HT A182 A11  Al12 A13
Row address A9-A16 Al7 A182 A19 A20 A21
0 1 1 1 Column address A1-A8 L/HT A172 A11  Al12  A13

Row address A9-Al6 Al6 Al7? A19 A20 A2l

AMX2—-AMXO settings of 100, 101 and 110 are reserved, so do not use them. When SZ = 0, the
settings 001 and 010 are reserved as well, so do not use them either.

Notes: 1. L/His a bit used to specify commands. It is fixed at L or H according to the access
mode.

2. Specifies bank address.

75.3 Burst Reads

Figure 7.15 shows the timing chart for burst reads. In the following example, 2 synchronous
DRAMs of 256k x 16 bits are connected, the data width is 32 bits and the burst length is 4. After a
Tr cycle that performs ACTV command output, a READA command is called in the Tc cycle and
read data is accepted at internal clock fallsfrom Td1 to Td4. Tap isacycle for waiting for the
completion of the auto-precharge based on the READA command within the synchronous DRAM.
During this period, no new access commands are issued to the same bank. Accesses of the other
bank of the synchronous DRAM by another CS space are possible. Depending on the TRP
specification in MCR, the SH7604 determines the number of Tap cycles and does not issue a
command to the same bank during that period.
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Figure 7.15 shows an example of the basic cycle. Because a slower synchronous DRAM is
connected, setting WCR and MCR bits can extend the cycle. The number of cycles from the
ACTV command output cycle Tr to the READA command output cycle Tc can be specified by the
RCD bit in MCR. 0 specifies 1 cycle; 1 specifies 2 cycles. For 2 cycles, aNOP command issue
cycle Trw for the synchronous DRAM isinserted between the Tr cycle and the Tc cycle. The
number of cycles between the READA command output cycle Tc and the initial read data fetch
cycle Td1 can be specified independently for areas CS2 and CS3 between 1 cycle and 4 cycles
using the W21/W20 and W31/W30 hitsin WCR. The CAS latency when using bus arbitration in
the partial-share master mode can be set differently for CS2 and CS3 spaces. The number of
cycles at thistime corresponds to the number of CAS latency cycles of the synchronous DRAM.
When 2 cycles or more, a NOP command issue cycle Tw is inserted between the Tc cycle and the
Td1 cycle. The number of cyclesin the precharge completion waiting cycle Tap is specified by the
TRP bitin MCR. When the CAS latency is 1, a Tap cycle of 1 or 2 cyclesis generated. When the
CAS latency is2 or more, a Tap cycle equal to the TRP specification — 1 is generated. During the
Tap cycle, no commands other than NOP are issued to the same bank. Figure 7.16 shows an
example of burst read timing when RCD is 1, W31/W30is01, and TRPis 1.

With the synchronous DRAM cycle, when the bus cycle starts in ordinary space access, the BS
signal asserted for 1 cycleis asserted in each of cycles Td1-Td4 for the purpose of the external
address monitoring described in the section on bus arbitration. When another CS space is accessed
after an synchronous DRAM read with a wait-between-buses specification of 0, the BS signal may
be continuously asserted. The addressis updated every time datais fetched while burst reads are
being performed. The burst transfer unit is 16 bytes, so address updating affects A3-Al. The
access order follows the address order in 16-byte data transfers by the DMAC, but reading starts
from the address + 4 so that the last missed datain the fill operation after a cache miss can be read.

When the data width is 16 bits, 8 burst cycles are required for a 16-byte data transfer. The data
fetch cycle goes from Td1 to Td8. From Td1 to Td8, the BS signal is asserted in every cycle.

Synchronous DRAM CAS latency is up to 3 cycles, but the CAS latency of the bus state controller
can be specified up to 4. Thisis so that circuits containing latches can be installed between
synchronous DRAMSs and the SH7604.
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Figure7.15 Basic Burst Read Timing (Auto-Precharge)
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Figure7.16 Burst Read Wait Specification Timing (Auto-Precharge)
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754 Single Reads

When acache areais accessed and there is a cache miss, the cachefill cycle is performed in 16-
byte units. This means that all the dataread in the burst read is valid. Since the required data when
a cache-through areais accessed has a maximum length of 32 bits, however, the remaining 12
bytes are wasted. The same kind of wasted data access is produced when synchronous DRAM is
specified as the sourcein aDMA transfer by the DMAC and the transfer unit is other than 16
bytes. Figure 7.17 shows the timing of a single address read. Because the synchronous DRAM is
set to the burst read/single write mode, the read data output continues after the required dataiis
received. To avoid data conflict, an empty read cycleis performed from Td2 to Td4 after the
required datais read in Td1 and the device waits for the end of synchronous DRAM operation. In
this case, datais only fetched in Td1, so the BS signal is asserted for Td1 only.

When the data width is 16 bits, the number of burst transfers during aread is 8. BS is asserted and
data fetched in cache-through and other DMA read cycles only in the Td1 and Td2 cycles (of the 8
cyclesfrom Td1 to Td8) for longword accesses, and only in the Td1 cycle for word or byte
acCesses.

Empty cyclestend to increase the memory access time, lower the program execution speed, and
lower the DMA transfer speed, so it isimportant to avoid accessing unnecessary cache-through
areas and to use data structures that enable 16-byte unit transfers by placing data on 16-byte
boundaries when performing DMA transfers that specify synchronous DRAM as the source.
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Figure7.17 Single Read Timing (Auto-Precharge)
755 Writes

Unlike synchronous DRAM reads, synchronous DRAM writes are single writes. Figure 7.18
shows the basic timing chart for write accesses. After the ACTV command Tr, aWRITA
command isissued in Tc to perform an auto-precharge. In the write cycle, the write data is output
simultaneously with the write command. When writing with an auto-precharge, the bank is
precharged after the completion of the write command within the synchronous DRAM, so no
command can be issued to that bank until the precharge is completed. For that reason, besides a
cycle Tap to wait for the precharge during read accesses, the issuing of any new commands to the
same bank during this period is delayed by adding acycle Trw1 to wait until the prechargeis
started. The number of cyclesin the Trw1 cycle can be specified using the TRWL bitin MCR.
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Figure7.18 Basic Write Cycle Timing (Auto-Prechar ge)

7.5.6 Bank Active Function

A synchronous DRAM bank function is used to support high-speed accesses of the same row
address. When the RASD bit in MCR is set to 1, read/write accesses are performed using
commands without auto-precharge (READ, WRIT). In this case, even when the accessis
completed, no precharge is performed. When accessing the same row address in the same bank, a
READ or WRIT command can be called immediately without calling an ACTV command, just
like the RAS down mode of the DRAM'’ s high-speed page mode. Synchronous DRAM is divided
into two banks, so one row address in each can stay active. When the next accessis to a different
row address, a PRE command is called first to precharge the bank, and access is performed by an
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ACTV command and READ or WRIT command, in that order, after the precharge is completed.
With successive accesses to different row addresses, the precharge is performed after the access
reguest occurs, so the accesstimeis longer. When writing, performing an auto-precharge means
that no command can be called for tryw + tapcycles after aWRITA command is called. When
the bank active mode is used, READ or WRIT commands can be issued consecutively if the row
address is the same. This shortens the number of cycles by tryy + tapfor each write. The number
of cycles between the issue of the precharge command and the row address strobe command is
determined by the TRP bitin MCR.

Whether execution is faster when the bank active mode is used or when basic accessisused is
determined by the proportion of accesses to the same row address (P1) and the average number of
cycles from the end of one accessto the next access (ta). When tA islonger than ta p, the delay
waiting for the precharge during aread becomes invisible. If ta islonger than tryy + tap the
delay waiting for the precharge a so becomes invisible during writes. The difference between the
bank active mode and basic access speeds in these cases is the number of cycles between the start
of access and the issue of the read/write command: (trp + trcp) % (1 — P1) and trcp,
respectively.

The time that a bank can be kept active, tras, islimited. When it is not assured that this period
will be provided by program execution and that another row address will be accessed without a hit
to the cache, the synchronous DRAM must be set to auto-refresh and the refresh cycle must be set
to the maximum value tra s or less. This enables the limit on the maximum active period for each
bank to be ensured. When auto-refresh is not being used, some measure must be taken in the
program to ensure that the bank does not stay active for longer than the prescribed period.

Figure 7.19 shows a burst read cycle that is not an auto-precharge cycle, figure 7.20 shows a burst
read cycle to a same row address, figure 7.21 shows a burst read cycle to different row addresses,
figure 7.22 shows a write cycle without auto-precharge, figure 7.23 shows a write cycle to a same
row address, and figure 7.24 shows a write cycle to different row addresses.

Infigure 7.20, a cycle that does nothing, Tnop, is inserted before the Tc cycle that issues the
READ command. Synchronous DRAMs, however, have a 2 cycle latency during reads for the
DOQMxx signals that specify bytes. If the Tc cycle is performed immediately without inserting a
Tnop cycle, the DQMxx signal for the Td1 cycle data output cannot be specified. Thisiswhy the
Tnop cycleisinserted. When the CAS latency is 2 or more, the Thop cycle is not inserted so that
timing reguirements will be met even when aDQMxx signal is set after the Tc cycle.

When the SH7604 is set to the bank active mode, the access will start with figure 7.19 or figure
7.22 and repeat figure 7.20 or figure 7.23 for as long as the same row address continues to be
accessed when only accesses to the respective banks of the CS3 space are considered. Accesses to
other CS spaces during this period have no effect. When an access occurs to a different row
address while the bank is active, figure 7.21 or figure 7.24 will be substituted for figures 7.20 and
7.23 after thisis detected. Both banks will become inactive even in the bank active mode after the
refresh cycle ends or after the bus is released by bus arbitration.
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Figure7.19 Burst Read Timing (No Precharge)
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Figure7.20 Burst Read Timing (Bank Active, Same Row Address)
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Figure7.21 Burst Read Timing (Bank Active, Different Row Addresses)
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757 Refreshes

The bus state controller is equipped with a function to control refreshes of synchronous DRAM.
Auto-refreshes can be performed by setting the MCR’s RMD bit to 0 and the RFSH bit to 1. When
the synchronous DRAM is not accessed for along period of time, set the RFSH bit and RMODE
bit both to 1 to initiate self-refresh mode, which uses low power consumption to retain data.

Auto-Refresh: Refreshes are performed at the interval determined by the input clock selected by
the CKS2—CK S0 hitsin RTCSR and the value set in RTCOR. Set the CK S2—CK SO bits and
RTCOR so that the refresh interval specifications of the synchronous DRAM being used are
satisfied. First, set RTCOR, RTCNT and the RMODE and RFSH bitsin MCR, then set the CK S2—
CK S0 bits. When aclock is selected with the CK S2—-CK S0 bits, RTCNT starts counting up from
the value at that time. The RTCNT valueis constantly compared to the RTCOR value and a
reguest for arefresh is made when the two match, starting an auto-refresh. RTCNT iscleared to O
at that time and the count up starts again. Figure 7.25 shows the timing for the auto-refresh cycle.

First, a PALL command isissued during the Tp cycle to change all the banks from active to
precharge states. A REF command is then issued in the Trr cycle. After the Trr cycle, no new
commands are output for the number of cycles specified in the TRAS bitin MCR + 2 cycles. The
TRAS bit must be set to satisfy the refresh cycle time specifications (active/active command delay
time) of the synchronous DRAM. When the MCR’s TRP hit is 1, an NOP cycle isinserted
between the Tp cycle and Trr cycle.

During amanual reset, no refresh request isissued, since thereisno RTCNT count-up. To perform
arefresh properly, make the manual reset period shorter than the refresh cycle interval and set
RTCNT to (RTCOR — 1) so that the refresh is performed immediately after the manual reset is
cleared.
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Figure7.25 Auto-Refresh Timing

Self-Refreshes: The self-refresh mode is atype of standby mode that produces refresh timing and
refresh addresses within the synchronous DRAM. It is started up by setting the RMODE and
RFSH bitsto 1. The synchronous DRAM isin self-refresh mode when the CKE signal level is
low. During the self-refresh, the synchronous DRAM cannot be accessed. To clear the self-refresh,
set the RMODE bit to 0. After self-refresh mode is cleared, issuing of commands is prohibited for
the number of cycles specified in the MCR's TRAS bit + 1 cycle. Figure 7.26 shows the self-
refresh timing. Immediately set the synchronous DRAM so that the auto-refresh is performed in
the correct interval. This ensures a correct self-refresh clear and data holding. When self-refresh
mode is entered while the synchronous DRAM s set for auto-refresh or when leaving the standby
mode with amanual reset or NMI, auto-refresh can be re-started if RFSH is 1 and RMODE isO
when the self-refresh mode is cleared. When time is required between clearing the self-refresh
mode and starting the auto-refresh mode, this time must be reflected in theinitial RTCNT setting.
When the RTCNT valueis set to RTCOR — 1, the refresh can be started immediately.

If the standby function of the SH7604 is used after the self-refresh is set to enter the standby
mode, the self-refresh state continues; the self-refresh state will also be maintained after returning
from astandby using an NMI.

A manual reset cannot be used to exit the self-refresh state either. During a power-on reset, the bus
state controller register isinitialized, so the self-refresh state is ended.
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Refresh Requests and Bus Cycle Requests. When a refresh request occurs while abus cycleis
executing, the refresh will not be executed until the bus cycle is completed. When a refresh request
occurs while the bus is released using the bus arbitration function, the refresh will not be executed
until the bus is recaptured. If RTCNT and RTCOR match and a new refresh request occurs while
waiting for the refresh to execute, the previous refresh request is erased. To make sure the refresh
executes properly, be sure that the bus cycle and bus capture do not exceed the refresh interval.

If abus arbitration request occurs during a self-refresh, the busis not released until the self-refresh
is cleared. During a self-refresh, the slave chips halt if there is a master-slave structure.
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Figure7.26 Self-Refresh Timing
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7.5.8 Power-On Sequence

To use synchronous DRAM, the mode must first be set after the power isturned on. To properly
initialize the synchronous DRAM, the synchronous DRAM mode register must be written to after
the registers of the bus state controller have first been set. The synchronous DRAM mode register
is set using a combination of the RAS/CE, CAS/OE and RD/WR signals. They fetch the value of
the address signal at that time. If the value to be set is X, the bus state controller operates by
writing to address X + H'FFFF8000 from the CPU, which alows the value X to be written to the
synchronous DRAM mode register. Datais ignored at this time, but the mode is written using
word asthe size. Write any datain word size to the following addresses to select the burst read
single write supported by the SH7604, a CAS latency of 1 to 3, a sequential wrap type, and a burst
length of 8 or 4 (depending on whether the width is 16 bits or 32 bits).

For 16 hits: CASlatency 1  H'FFFF8426
CASlatency 2  H'FFFF8446
CASlatency 3 ~ H'FFFF8466

For 32 bits: CASlatency 1  H'FFFF8848
CASlatency 2 H'FFFF8888
CASlatency 3  H'FFFF88C8

Figure 7.27 shows the mode register setting timing.

Writing to address X + H'FFFF8000 first issues an al-bank precharge command (PALL) inthe Tp
cycle, then issues a mode register write command in the Tmw cycle. When the TRP bitin MCR is
setto 1, asingleidle cycleisinserted between the Tp cycle and the Tmw cycle.

Before setting the mode register, an idle time of 100 ps (differs by memory manufacturer) must be
assured after the power required by the synchronous DRAM is turned on. When the pulse width of
the reset signal is longer than the idle time, the mode register may be set immediately without
problem. At least the number of dummy auto-refresh cycles specified by the manufacturer (usually
8 must be executed). After setting auto-refresh, it isusual for thisto occur naturally during the
various initializations, but to make sure, the interval at which refresh requests are generated can be
shortened only while the dummy cycles are executing. Because the address counter within the
synchronous DRAM is not initialized when auto-refresh is used during single read or write
accesses, an auto-refresh cycle must always be used.

177
HITACHI



Tp Tmw

: :
DQMxxJ | A\

Figure7.27 Synchronous DRAM Mode Write Timing

178
HITACHI




759 Phase Shift by PLL

The signals for synchronous DRAM interfaces change in the SH7604 at the rising edge of the
internal clock. Read datais fetched on the falling edge of an internal clock. Sampling of the
signalsinput by the synchronous DRAM and output of the read data, however, starts at the rising
edge of the external clock (figure 7.28).

When the internal clock of the SH7604 and external clock are synchronized, signal transmission
from the SH7604 to the synchronous DRAM has a 1 cycle margin. The transmission of read data
from the synchronous DRAM to the SH7604, however, is much tighter: only 1/2 cycle, including
the synchronous DRAM access time. When a clock system is connected without a means of
synchronization such as an on-chip PLL, transmission from the SH7604 to the synchronous
DRAM takes 1 cycle less the delay time of the clock system and transmission from the
synchronous DRAM to the SH7604 takes 1/2 cycle plus the clock system delay time. The clock
system delay time depends on the power supply voltage, temperature, and manufacturing variance,
so it has afairly wide range. When the phase of the internal clock of the SH7604 is delayed using
aPLL that delays the phase 90 degrees relative to external clocks, transmission from the SH7604
to the synchronous DRAM and transmission from the SH7604 to the synchronous DRAM each
take 3/4 cycle.

Given this, using a clock whose phase is shifted 90 degrees from the external clock usingaPLL as
theinternal clock can ensure a margin of safety.

When using aPLL, it isimportant to note that synchronous DRAM does not contain an on-chip
PLL. When using the external clock input clock mode, instability in the clock supplied from
outside can cause shifts in phase, so a synchronization settling time in the SH7604’ s on-chip PLL
is needed to equalize the SH7604' s internal clock and the external clock. During this
synchronization settling time, theinternal clock of the synchronous DRAM and the internal clock
of the SH7604 will not always operate in perfect synchronization. To ensure the synchronous
DRAM and SH7604 operate properly, be sure that the external clock supplied is not unstable.
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Figure7.28 Phase Shift by PLL
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c. No PLL Used
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Figure7.28 Phase Shift by PLL (cont)

DRAM Interface

DRAM Direct Connection

When the DRAM and other memory enable bits (DRAM2-DRAMO) in BCRL1 are set to 010, the
CS3 space becomes DRAM space, and a DRAM interface function can be used to directly connect
the SH7604 to DRAM.

The data width of an interface can be 16 or 32 bits (figures 7.29 and 7.30). Two-CAS 16-bit
DRAMs can be connected, since CAS s used to control byte access. The RAS, CASHH, CASHL,
CASLH, CASLL, and RD/WR signals are used to connect the DRAM. When the datawidth is 16
bits, CASHH, and CASHL are not used. In addition to ordinary read and write access, burst access
using high-speed page mode is also supported.
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Figure7.29 Example of DRAM Connection (32-Bit Data Width)
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. OE
RD/WR WE
D15 — — /015
DO |— {1100
CASLH/DQMLU/WET UCAS
CASLL/DQMLL/WED LCAS
777

Figure7.30 Example of DRAM Connection (16-Bit Data Width)

7.6.2 Address Multiplexing

When the CS3 space is set to DRAM, addresses are always multiplexed. This allows DRAMs that
require multiplexing of row and column addresses to be connected directly to SH7604
microprocessors without additional multiplexing circuits. There are four ways of multiplexing,
which can be selected using the MCR's AMX1-AMXO bits. Table 7.5 illustrates the relationship
between the AMX1-AMXO bits and address multiplexing. Address multiplexing is performed on
address output pins A13-A1. The original addresses are output to pins A26-A14. During DRAM
accesses, AMX2 isreserved, so set it to 0.

Table7.5 Relationship between AMX1-AMXO0 and Address Multiplexing

No. of Column Row Column

AMX1 AMXO0 Address Bits Address Output Address Output
0 0 8 bits A21-A9 Al13-Al
1 9 bits A22-A10 Al13-Al
1 0 10 bits A23-All Al13-Al
1 11 bits A24-A12 Al13-Al
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7.6.3 Basic Timing

The basic timing of aDRAM accessis 3 cycles. Figure 7.31 shows the basic DRAM access
timing. Tp isthe precharge cycle, Tr isthe RAS assert cycle, Tcl isthe CAS assert cycle, and Tc2
isthe read data fetch cycle. When accesses are consecutive, the Tp cycle of the next access
overlaps the Tc2 cycle of the previous access, so accesses can be performed in a minimum of 3
cycles each.
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Figure7.31 Basic Access Timing
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7.6.4 Wait State Control

When the clock frequency israised, 1 cycle may not always be sufficient for all statesto end, asin
basic access. Setting bitsin WCR and MCR enables the state to be lengthened. Figure 7.32 shows
an example of lengthening a state using settings. The Tp cycle (which ensures a sufficient RAS
precharge time) can be extended to 2 cycles by insertion of a Tpw cycle by means of the TRP bit
in MCR. The number of cycles between RAS assert and CAS assert can be extended to 2 cycles
by inserting a Trw cycle by means of the RCD bit in MCR. The number of cycles from CAS assert
to the end of access can be extended from 1 cycle to 3 cycles by setting the W31/W30 bitsin
WCR. When avalue other than 00 is set in W31 and W30, the external wait pin WAIT isalso
sampled, so the number of cyclesis further increased. Figure 7.33 shows the timing of wait state
control using the WAIT pin. In either case, when consecutive accesses occur, the Tp cycle of one
access overlaps the Tc2 cycle of the previous access.
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Figure7.32 Wait State Timing
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Figure7.33 External Wait State Timing

7.6.5 Burst Access

In addition to the ordinary mode of DRAM access, in which row addresses are output at every
access and data is then accessed, DRAM also has a high-speed page mode for use when
continuously accessing the same row that enables fast access of data by changing only the column
address after the row address is output. Select ordinary access or high-speed page mode by setting
the burst enable bit (BE) in MCR. Figure 7.34 shows the timing of burst operation in high-speed
page mode. When performing burst access, cycles can be inserted using the wait state control
function.
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The SH7604 has an address comparator to detect matches of row addresses in burst mode. When
thisfunction is used and the BE bit in MCR is set to 1, setting the MCR’s RASD hit (which
specifies RAS down mode) to 1 places the SH7604 in RAS down mode, which leaves the RAS
signal asserted. Since the CASHH, CASHL, CASLH and CASLL signals are shared with WE3,
WE2, WE1 and WEO of ordinary space, however, write cycles to ordinary space during RAS
down mode will simultaneously initiate an erroneous write access to the DRAM. This means that
when no external devices that write to other than DRAM are connected, a DRAM can be directly
interfaced using RAS down mode. When RAS down mode is used, the refresh cycle must be less
than the maximum DRAM RAS assert time tg, s When the refresh cycle islonger than the tg,g
maximum.

When an external circuit is added to keep the CASHH, CASHL, CASLH, and CASLL signals
connected to the DRAM asserted only when the CS3 level islow, there are no restrictions on the
use of RAS down mode.
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Figure7.34 Burst Access Timing

187
HITACHI




7.6.6 Refresh Timing

The BSC has afunction for controlling DRAM refreshes. By setting the MCR’'s RMODE hit to 0
and RFSH hit to 1, distributed refreshing using the CAS-before-RAS refresh cycle can be
performed.

Refreshes are performed at the interval determined by the input clock selected with CKS2—CK SO
in RTCSR and the value set in RTCOR. Set the values of RTCOR and CK S2—CK SO so they
satisfy the refresh interval specifications of the DRAM being used. First, set RTCOR, RTCNT and
the RMODE and RFSH hitsin MCR, then set the CKS2—CK SO bits. When a clock is selected with
the CKS2—CK S0 hits, RTCNT starts counting up from the value at that time. The RTCNT valueis
constantly compared to the RTCOR value and arequest for arefresh is made when the two match,
starting a CAS-before-RAS refresh. RTCNT is cleared to O at that time and the count up starts
again. Figure 7.35 shows the timing for the CAS-before-RAS refresh cycle.

The number of RAS assert cyclesin the refresh cycle is specified by the TRAS bit in MCR. As
with ordinary accesses, the specification of the RAS precharge time in refresh cycles follows the
setting of the TRP bitin MCR.
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Figure7.35 Refresh Cycle Timing
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7.6.7 Power-On Sequence

When DRAM is used after the power isturned on, thereis a requirement for awaiting period
during which accesses cannot be performed (100 pis or 200 pis minimum) followed by the
prescribed number of dummy CAS-before-RAS refresh cycles (usualy 8). The bus state controller
does not perform any specia operations for the power-on reset, so the required power-on seguence
must be implemented by the initialization program executed after a power-on reset.

7.7 Pseudo-SRAM Interface

7.7.1 Pseudo-SRAM Direct Connection

When the DRAM and other memory enable bits (DRAM2-DRAMO) in BCR1 are set to 011, the
CS3 space becomes pseudo-SRAM space, and the pseudo-SRAM interface function can be used to
directly connect the SH7604 to pseudo-SRAM. Theinterface datawidth is 16 or 32 hits.

The refresh and output enable signals of the connected pseudo-SRAM are multiplexed. The
signals used for connecting pseudo-SRAM are the CE, OE, WE3, WE2, WEI, and WEO signals.
The WE3 and WE2 signals are not used when the data width is 16 bits. When non-multiplexed
pseudo-SRAM is connected, the RD signal is also used.

In addition to ordinary read and write access, burst access using the static column access function
is aso supported. Figure 7.36 shows an example of connectionsto 1-M pseudo-SRAM with
separate OE and RFSH pins; figure 7.37 shows an example of connections to 4-M pseudo-SRAM
with multiplexed OE/RFSH pins. 256-k pseudo-SRAM is multiplexed in the same way as 4-M
pseudo-SRAM. All datawidths are 32 bits.
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Figure7.36 Example of Pseudo-SRAM Connection (1-M bit Pseudo-SRAM)
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Figure 7.37 Example of Pseudo-SRAM Connection (4-Mbit Pseudo-SRAM)
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7.7.2 Basic Timing

Figure 7.38 shows the basic pseudo-SRAM access timing. Tp is the precharge cycle, Tr isthe CE
assert cycle, Tcl isthe write data output and BS assert cycle, and Tc2 is the read data fetch cycle.
When accesses are consecutive, precharge cycle Tp overlaps the Tc2 cycle of the previous access,
S0 reads or writes can be performed in a minimum of 3 cycles each.
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Figure7.38 Basic Access Timing
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7.7.3 Wait State Control

When the clock frequency israised, 1 cycle may not always be sufficient for all statesto end, asin
basic access. Setting bitsin WCR and MCR enables the state to be lengthened. Figure 7.39 shows
an example of lengthening a state using settings. The Tp cycle that ensures a sufficient CE
precharge time can be extended to 2 cycles by insertion of a Tpw cycle by means of the TRP bit in
MCR. The number of cycles between BS assert and the end of access can be extended from 2 to 4
cycles by setting the W31L/W30 bitsin WCR. When avalue other than 00 is set in W31 and W30,
the external wait pin WAIT is also sampled, so the number of cycles can be further increased.
Figure 7.40 shows the timing of wait state control using the WAIT pin. In either case, when
consecutive accesses occur, the Tp cycle of one access overlaps the Tc2 cycle of the previous
access. The RCD bit in MCR is set to O for a pseudo-SRAM interface, but when set to 1, the
number of cycles from the CE assert to the BS assert or write data output becomes 2.
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Figure7.39 Wait State Timing
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Figure7.40 External Wait State Timing

7.7.4 Burst Access

In addition to normal access, in which CE is alternatively asserted and negated at every access,
when consecutive accesses are to the same row address the pseudo-SRAM can access data at high
speed by changing only the column address and leaving CE asserted. This function is called the
static column mode. Select between ordinary access and burst mode using static column mode by
setting the burst enable bit (BE) in MCR. Figure 7.41 shows the timing of burst operation using
static column mode. When performing burst access, cycles can be inserted using the wait state
control function.
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Figure7.41 Static Column Mode

7.75 Refreshing

The BSC has afunction for controlling pseudo-SRAM refreshing. By setting the MCR’'s RMODE
bit to 0 and RFSH bit to 1, distributed refreshing using the auto-refresh cycle can be performed.

Refreshes are performed at the interval determined by the input clock selected with CKS2—CK SO
in RTCSR and the value set in RTCOR. Set the values of RTCOR and CK S2—CK SO so they
satisfy the refresh interval specifications of the pseudo-SRAM being used. First, set RTCOR,
RTCNT and the RMODE and RFSH bitsin MCR, then set the CKS2—CK SO hits. When aclock is
selected with the CKS2-CK S0 bits, RTCNT starts counting up from the value at that time. The
RTCNT valueis constantly compared to the RTCOR value and a request for arefresh is made
when the two match, starting an auto-refresh. RTCNT is cleared to 0 at that time and the count up
starts again. Figure 7.42 shows the timing for the auto-refresh cycle.
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The number of OE assert cycles for auto-refresh is specified by the TRAS bit in MCR. Aswith
ordinary accesses, the specification of the precharge time from OE negation to the next CE assert
follows the setting of the TRP bit in MCR.

‘ Tp ‘ Trr ‘ Trc ‘ Trc ‘ Tre ‘
—Ppt——————PC¢——————PC¢—————Pp¢——p

CKIO

Figure7.42 Auto-Refresh

The self-refresh mode is initiated in the pseudo-SRAM when the RFSH signal stays low for a
prescribed period of time. A self-refresh is started by setting the RMODE and RFSH bits to 1.
During the self-refresh, the pseudo-SRAM cannot be accessed. To clear self-refreshing, set either
the RMODE or RFSH bit to 0. After self-refresh mode is cleared, issuing of commandsis
inhibited for 1 auto-refresh cycle. If more time than thisis required to return from self-refresh,
write the program so that there are no accesses to the pseudo-SRAM, including auto-refreshes,
during this period. Figure 7.43 shows the self-refresh timing. After self-refreshing is cleared,
immediately set the pseudo-SRAM so that auto-refresh is performed in the correct interval. This
ensures correct self-refresh clearing and data retention. When time is required between clearing
the self-refreshing and initiating the auto-refresh mode, this time must be reflected in theinitial
RTCNT setting.
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Figure7.43 Sdf-Refresh

7.7.6 Power-On Sequence

When pseudo-SRAM is used after the power is turned on, thereis arequirement for awaiting
period during which accesses cannot be performed (100 ps minimum) followed by the prescribed
number of dummy auto-refresh cycles (usually 8). The bus state controller does not perform any
special operations for the power-on reset, so the required power-on sequence must be implemented
by the initialization program executed after a power-on reset.

7.8 Burst ROM Interface

Set the BSTROM hit in BCR1 to set the CS0 space for connection to burst ROM. The burst ROM
interface is used to permit fast access to ROMs that have the nibble access function. Figure 7.44
shows the timing of nibble accesses to burst ROM. Set for two wait cycles. The accessis basically
the same as an ordinary access, but when the first cycle ends, only the address is changed. The
CS0 signal is not negated, enabling the next access to be conducted without the T1 cycle required
for ordinary space access. From the second time on, the T1 cycle is omitted, so accessis 1 cycle
faster than ordinary accesses. Currently, the nibble access can only be used on 4-address ROM.
This function can only be utilized for word or longword reads to 8-bit ROM and longword reads to
16-bit ROM. Mask ROMs have slow access speeds and require 4 instruction fetches for 8-bit
widths and 16 accesses for cache fills. Limited support of nibble access was thus added to alleviate
this problem. When connecting to an 8-hit width ROM, a maximum of 4 consecutive accesses are
performed; when connecting to a 16-bit width ROM, a maximum of 2 consecutive accesses are
performed. Figure 7.45 shows the relationship between data width and access size. For cachefills
and DMAC 16-byte transfers, longword accesses are repeated 4 times.
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When one or more wait states are set for aburst ROM access, the WAIT pin is sampled. When the
burst ROM is set and O specified for waits, there are 2 access cycles from the second time on.
Figure 7.46 shows the timing.

TT Twl  Tw2 T2  Twl  Tw2 T2

03100 —————— ()

Figure7.44 Burst ROM Nibble Access (2 Wait States)
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8-bit bus-width longword access
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8-bit bus-width access
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8-bit bus-width byte access

T Tw | T2 | Tw | T2

16-bit bus-width longword access
T Tw | T2 |

16-bit bus-width word access
T Tw | T2
16-bit bus-width byte access
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Figure7.45 DataWidth

and Burst ROM Access (1 Wait State)
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Figure7.46 Burst ROM Nibble Access (No Wait States)

7.9 Waits between Access Cycles

Because operating frequencies have become high, when aread from a slow device is compl eted,
data buffers may not go off in time to prevent data conflicts with the next access. Thislowers
devicerdliability and causes errors. To prevent this, afunction has been added to avoid data
conflicts that memorizes the space and read/write state of the preceding access and inserts a wait
in the access cycle for those cases in which problems are found to occur when the next access
starts up. Checks are performed in two cases: if aread cycleisfollowed immediately by aread
access to a different CS space, and if aread accessis followed immediately by awrite from the
SH7604. When the SH7604 is writing continuously, if the format is awaysto have the direction

of the data from the SH7604 to other memory, there are no particular problems. Neither is there
any particular problem if the following read accessis to the same CS space, since data is output
from the same data buffer. The number of idle cycles to be inserted into the access cycle when
reading from another CS space, or performing awrite, after aread from the CS3 space, is specified
by the IW31 and IW30 bitsin WCR. Likewise, IW21 and IW20 specify the number of idle cycles
after CS2 reads, IW11 and W10 specify the number after CS1 reads, and IWO01 and 1W0O specify
the number after CSO reads. From 0 to 2 cycles can be specified. When there is already a gap
between accesses, the number of empty cycles is subtracted from the number of idle cycles before
insertion. When awrite cycle is performed immediately after aread access, 1 wait cycleisinserted
even when 0 is specified for waits between access cycles.
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When the SH7604 shiftsto aread cycle immediately after awrite, the write data becomes high
impedance when the clock rises, but the RD signal, which indicates read cycle data output enable,
isnot asserted until the clock falls. The result is that no waits are inserted into the access cycle.

When bus arbitration is being performed, an empty cycleisinserted for arbitration, so no wait is
inserted between cycles.

TL T2  Twait . T1 = T2 | Twat T1 = T2
CKIO W
A26-A0 - X ‘ X ‘ X ‘ X

CSm _\—/
csn N 2 N S A
BS ./ N/ ./

RD/WR : : ‘ : : : \—/_
o N/
D31-DO
| CSm space read | CSn space read‘ | CSn space writé
Specification of waits Specification of waits

between CSm accesses between CSn accesses
(reading different spaces) (read followed by write)

Figure7.47 Waitsbetween Access Cycles

7.10 BusArhbitration

The SH7604 has a bus arbitration function that, when a bus release request is received from an
external device, releases the bus to that device after the bus cycle being executed is completed. In
addition, it also has a bus arbitration function for supporting the connection of two processors.
These are connected to each other as master and slave through bus arbitration, which enables a
multiprocessor system to be implemented with a minimum of hardware.

There are three modes for bus arbitration: master mode, partial-share master mode, and slave
mode. Master mode keeps the bus under normal conditions and permits other devicesto use the
bus by releasing it when they request its use. The slave mode normally does not have the bus. The
bus is requested when an external bus access cycle comes up and then rel eases the bus when the
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access is completed. The partial-share master mode only shares CS2 space with external devices.
For the CS2 space, the mode is dlave mode; for other spaces, the busis held constantly without
any bus arbitration. Which CS space of the chip in master mode the CS2 space of the chipin
partial-share master mode is allocated to, is determined by externa circuitry.

Master or slave mode can be specified using externa mode pins. Partial-share master mode is
reached from master mode by a software setting. See Section 3, Oscillator Circuits and Operating
Modes, for the external mode pin settings. When a device in master or slave mode does not have
the bus, the bus goes to high impedance, so the master mode chip and slave mode chips can be
connected directly. In the partial-share master mode, the bus is always driven, so an external
buffer is needed to connect to a master bus. In master mode, a connection to an external device
reguesting the bus can be substituted for the slave mode connection. In the following explanation,
external devices requesting the bus are also called slaves.

The SH7604 has two internal bus masters, the CPU and the DMAC. When synchronous DRAM,
DRAM or pseudo-SRAM is connected and refresh control is performed, the refresh request
becomes a third master. In addition to these, there are also bus requests from external devices
while in the master mode. The priority for bus requests when they occur simultaneously is, highest
to lowest, refresh requests, bus requests from external devices, DMAC and CPU.

When the bus is being passed between slave and master, all bus control signals are negated before
the busis released to prevent erroneous operation of the connected devices. Once the busis
received, the bus control signals change from negated to bus driven. The master and slave passing
the bus between them drive the same signal values, so output buffer conflict is avoided. Turning
the output buffer off for the bus control signals on the side that rel eases the bus and on at the side
acquiring the bus can eliminate the high impedance period of the signals. It isusually not
necessary to insert a pull-up resistance into these control signals to prevent malfunction caused by
external noise while they are at high impedance.

Bus permission is granted at the end of the bus cycle. When the bus is requested, the busis
released immediately if thereis no ongoing bus cycle. If thereis acurrent bus cycle, the busis not
released until the bus cycle ends. Even when there does not appear to be an ongoing bus cycle
when seen from outside the SH7604, it cannot be determined whether or not the bus will be
released immediately when a bus control signal such asaCSn signal is seen, since an internal bus
cycle, such asinserting await between access cycles, may have been started. The bus cannot be
released during burst transfers for cachefills or 16-byte DMAC block transfers. Likewise, the bus
cannot be released between the read and write cycles of a TAS instruction. Arbitration is also not
performed between multiple bus cycles produced by a data width smaller than the access size,
such as alongword access to an 8-bit data width memory. Bus arbitration is performed between
external vector fetch, PC save, and SR save cycles during interrupt handling, which are all
independent accesses.

Because the CPU in the SH7604 is connected to cache memory by a dedicated internal bus, cache
memory can be read even when the busis being used by another bus master on the chip or
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externally. Writing from the CPU always produces awrite cycle externally since the write-through
system is used by the SH7604 for the cache. When an external bus address monitor is not specified
by the user break controller, the internal bus that connects the CPU, DMAC and on-chip

peripheral modules can operate in parallel to the external bus. This means that both read and write
accesses from CPU to on-chip peripheral modules and from DMAC to on-chip peripheral module
are possible. If an external bus address monitor is specified, the internal bus will be used for
address monitoring when the bus is passed to the external bus master, so accesses to on-chip
peripheral modules by the CPU and DMAC must wait for the bus to be returned.

7.10.1 Master Mode

Master mode processors keep the bus unless they receive a bus request. When a bus release
request (BRLS) assertion (low level) is received from an external device, buses are released and a
bus grant (BGR) is asserted (low level) as soon as the bus cycle being executed is completed.
When it receives a negated (high level) BRLS signal, indicating that the lave has released the bus,
it negates the BGR (to high level) and begins using the bus. When the bus is released, all output
and 1/0 signals related to the bus interface are changed to high impedance, except for the CKE
signal for the synchronous DRAM interface, the BGR signal for bus arbitration, and DMA transfer
control signals DACKO0 and DACK1.

When the DRAM or pseudo-SRAM has finished precharging, the busisreleased. The
synchronous DRAM also issues a precharge command to the active bank or banks. After thisis
completed, the busis released.

The specific bus release sequence is as follows. First, the bus use enable signal is asserted
synchronously with the fall of the clock. Half a cycle later, the address bus and data bus become
high impedance synchronous with the rise of the clock. Thereafter the bus control signals (BS,
All of these signals are negated at least 1.5 cycles before they become high impedance. Sampling
for bus request signals occurs at the clock fall.

The sequence when the bus is taken back from the slave is as follows. When the negation of BRLS
is detected at aclock fall, BGR isimmediately negated and the master simultaneously starts to
drive the bus control signals. The address bus and data bus are driven starting at the next clock
rise. The bus control signals are asserted and the bus cycle actually starts from the same clock rise
at which the address and data signals are driven, at the earliest. Figure 7.48 shows the timing of
bus arbitration in master mode.

203
HITACHI



BGR U

Address —
Master data ___X
mode o
side CSn
RD/WR
RD
E

~—"

3

B

)

i

E

BACK = = U
Address
data

Slave
mode

side CSn ‘ : ‘ ‘ ‘ ‘ :
RDOOWR . = = e
RD ‘ ‘ ‘ ‘ N 7 ‘
WEnN ‘ ‘ ‘ : : :

| & — )

NN

w

Figure7.48 BusArbitration

When arefresh request is generated in the SH7604 while BGR is asserted and the bus released, the
BGR may or may not be negated.

Casein Which BGR is Negated: If access processing for an external device has not been started
before the refresh request is generated, the BGR signal will be negated even while the BRLS
signal is asserted. Even though the BGR signal is negated, a refresh operation will not begin
unless the BRLS signal is negated. Refreshing begins as soon as BRLS is negated.
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BRLS \
BGR \ /
Bus request Bus release Refresh request

Figure7.49 Casein Which BGR isNegated

Casein Which BGR is Not Negated: If access processing for an external device has been
initiated before the refresh request is generated, and the device is waiting to acquire the bus, the
BGR signal will not be negated. After the BRLS signal is negated, refreshing begins after
completion of the access involving the external device that was waiting for the bus.

4 M g e g e D
BRLS \
BGR \
Bus request Bus release Refresh request

Figure7.50 Casein Which BGR isNot Negated

When the SH7604 is being used in slave mode, the busiis rel eased as soon as the bus access cycle
ends, but in the case of a dave designed by the user, multiple consecutive bus accesses may be
attempted in order to reduce the arbitration overhead. To ensure dependabl e refreshing in this case,
the design should provide for the busto be released to prevent the slave holding the bus for longer
than the refresh cycle.

7.10.2 Slave Mode

In slave mode, the busis usually released. External devices cannot be accessed unless the bus
arbitration sequence is performed to capture the bus. During areset, the busis released and the bus
arbitration sequence starts from the reset vector fetch.

The BREQ signal is asserted (to low level) synchronously with the clock fall for capturing the bus.
The assertion of the BACK signal (to low level) is sampled at the clock fall. When aBACK
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assertion is detected, the bus control signals are immediately driven at the negate level. Thereafter
the address and data bus drivers turn on at the following clock rise and the bus cycle starts. The
last signal negated when the access cycle ended is synchronized with the clock rise. Half acycle
after the clock rise, the BREQ signal is negated, the master notified that the busis released, and
one cycle later the address and data output buffers turned off (high impedance). At the following
clock fall, the control signals become high impedance. Figure 7.48 shows the bus arbitration
timing for slave mode.

When the slave access cycleis for DRAM, synchronous DRAM or pseudo-SRAM, the busis
released when the memory precharge finishes, just as for master mode. Since refresh control is
handled by the master mode device, any refresh control setting performed in the slave mode is
ignored. Figure 7.51 shows an example of master mode and slave mode connections.

Master Slave
mode mode
CKIO CKIO
BRLS BREQ

BGR BACK
CSn CSn
BS BS
RD/WR RD/WR
RD RD
WEn WEn
RAS RAS
CAS CAS
IVECF IVECF
CKE CKE
WAIT WAIT
A26-A0 A26-A0
D31-D0 D31-D0

NwrQlslk|E € | [RW|s € | (X WKW X S
’o|m};‘n:l-uo<—,;<o ’O‘QLIJ<(D U¥‘0‘<’<‘§§<D
< =2 = O IO
&) > (04
[va a}
Interfaces with SRAM Synchronous DRAM

other devices

Figure7.51 Connection between Master and Slave Devices

7.10.3 Partial-Share Master Mode

In partial-share master mode, only the CS2 space is shared with other devices. Other CS spaces
can always be accessed. To set partial-share master mode, set to master mode using the external
mode pins and then set the PSHR bit in BCR to 1 in the power-on reset initialization procedure.
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During amanual reset, the values of the bus state controller setting registers are held, so they do
not need to be set again.

Partial-share master mode is designed to be used with a chip in master mode. Figure 7.52 shows
an example of connections between a partial-share master mode and master mode SH7604. On the
master mode side, the CS3 space is connected to synchronous DRAM and the CS0 space to ROM.
On the partial-share master mode side, the CS0 space is connected to ROM, the master side
synchronous DRAM is connected to the CS2 space, and the CS3 space is connected to dedicated
synchronous DRAM. The partial-share master is also connected through the CS2 space to the
master synchronous DRAM so it can be accessed. The master, however, cannot access devices on
the partial-share master side. There is a buffer for addresses and control signals and a buffer for
data located between the partial-share master and the master. They are controlled by a buffer
control circuit. The buffers latch signals synchronous to the clock rise and match timing, so an AC
operating margin is assured. When the master side synchronous DRAM isread from the partial-
share master, however, address and control line output requires an extra cycle, and input of read
data requires an extracycle. The CAS latency setting within the bus controller should be 2 higher
than the actual synchronous DRAM CAS latency. If the clock cycleis sufficiently long relative to
the time for addresses, control signals and write signals from the partial-share master to reach the
synchronous DRAM on the master side through the buffer and to the time for read data from the
synchronous DRAM on the master side to reach the partial-share master through the buffer, if the
respective setup time limits can be satisfied, then there is no need to delay by one cycle clock
signal synchronously with the clock. In this case, the previously described latch is not needed.

When a processor in the partial-share master mode accesses the CS2 space, it performs the
following procedure. The BREQ signal is asserted at the clock fall to request the bus from the
master. The BACK signal is sampled at every clock fall, and when an assertion is received, the
access cycle starts at the next clock rise. After the access ends, BREQ is negated at the clock fall.
Control of the buffer when a CS2 space device is being accessed from the partial -share master
references the BREQ and BACK signals. Notification that the busis enabled for use is conducted
by the BACK connected to the partial-share master, but the BACK signal may be negated while
the busisin use when the master requires the bus back to service arefresh or the like. For this
reason, the BREQ signal must be monitored to see whether the partial-share master can continue
using the bus after BACK is asserted. For address buffers, after the address buffer isturned on by
the detection of a BACK assertion, the buffer remains on until BREQ is negated. When BREQ is
negated, the buffer goes off. When the buffer is slow going off and it conflicts with the start of the
access cycle at the master, the BREQ signal output from the partial-share master as part of the
buffer control circuit must be delayed a clock and input to the BRLS signal.

When the busis rel eased after the CS2 space is accessed in partial-share master mode, the bus will
be released after waiting for the time required for auto-precharge if the CS2 space was
synchronous DRAM. Other spaces always have the bus themselves, so there is no precharge of
CS3 space memory upon release after a CS2 space bus request, even when DRAM, synchronous
DRAM or pseudo-SRAM is connected to the CS3 space. Partial-share master mode does not
refresh CS2 (it isignored).
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7.10.4 External Bus Address Monitor

The master and slave modes have a function to generate break interrupts and monitor the external
bus access cycle using the user break controller. The bus cycle is monitored by sampling the
external bus every time the clock rises while the busis released. If the BS signal isfound to be
asserted (low level) when sampling is performed, the address at that time (A26—A0) and read/write
signal RD/WR are fetched and compared as the access address and access type (read or write).

When an external device has captured the bus and the DRAM or synchronous DRAM isin an
access cycle, the following points are important to make the address monitor function correctly.
BS goes low in the DRAM or synchronous DRAM access cycle in synchronization with the cycle
that outputs the column address. Because only the address of the cycle in which the BS signd is
low is fetched and compared, even access to memories like these that multiplex addresses requires
outputting of the row address in the upper address bits. One of the bits of the address signal in the
column address output cycle in synchronous DRAM is used to specify the bank address, while the
other bit is used to specify whether to perform an auto-precharge. These always cause breaks on
the compared address, so mask these two bits when setting the comparison address. The masked
bit position is described in the section 7.5.2, Address Multiplexing.

7.10.5 Master/Slave Coordination

Roles must be shared between the master and slave to control system resources without
contradictions. DRAM, synchronous DRAM and pseudo-SRAM must be initialized before use.
When using standby operation to lower power consumption, the load must also be shared.

This SH7604 was designed with the idea that the master mode device would handle all controals,
such asinitialization, refreshing, and standby control. When a 2-processor structure of connected
master and slave is used, all processing except for direct accesses to memory is controlled by the
master. When master mode is combined with partial-share master mode, the partia -share master
mode processor handles initialization, refreshing, and standby control for all CS spaces connected
to it except for the CS2 space. The master initializes memory connected directly to it.

The hardware or software sequence should be designed so that there are no slave-side processor
accesses until memory that requiresinitialization before use such as DRAM, synchronous DRAM
and pseudo-SRAM has completed its initialization. One method is to install an external circuit that
clears slave resets from the master. Another isto have the master write aflag when initialization is
complete to an SRAM or the like that does not require initialization, and then not to start access
until thisflag is acknowledged by the slave. A third method isto install an external circuit that can
send an interrupt from master to slave and clear the slave' s standby state with an interrupt from the
master to the slave when initialization ends.

In standby mode or the like when synchronous DRAM and pseudo-SRAM are in self-refresh
mode, memory is not precharged until the mode is cleared, so the master cannot release the bus.
The design should provide for the master to put the slave to sleep before self-refresh mode starts
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or otherwise prevent the slave access cycle from starting, which prevents the slave from producing
abus release request. The slave accesses these types of memories after the master finishes any
processing necessary when the self-refresh mode is cleared, such as refresh settings.

7.11  Other Topics

7.11.1 Resets

The bus state controller is completely initialized only in a power-on reset. All signals are
immediately negated, regardless of where in the bus cycle the SH7604 is, and the output buffer is
turned off if the bus arbitration mode is slave. Signal negation is simultaneous with turning the
output buffer off. All control registers are initialized. In standby mode, sleep mode, and a manual
reset, no bus state controller control registers areinitialized. When amanual reset is performed,
any executing bus cycles are completed, and then the SH7604 waits for an access. When a cache
fill or 16-byte DMAC transfer is executing, the CPU or DMAC that is the bus master ends the
access in alongword unit, since the access request is canceled by the manual reset. This means
that when amanual reset is executed during a cache fill, the cache contents can no longer be
guaranteed. During a manual reset, the RTCNT does not count up, so no refresh request is
generated, and arefresh cycleis not initiated. To preserve the data of the DRAM, synchronous
DRAM or pseudo-SRAM, the pulse width of the manual reset must be shorter than the refresh
interval. Master mode chips accept arbitration requests even when a manual reset signal is
asserted. When areset is executed only for the chip in master mode while the busis released, the
BGR signal is negated to indicate this. If the BRLS signal is continuously asserted, the bus release
state is maintained.

7.11.2  Accessas Seen from the CPU or DMAC

The SH7604 isinternally divided into three buses. cache, internal, and peripheral. The CPU and
cache memory are connected to the cache bus, the DMAC and bus state controller are connected
to the internal bus, and the low-speed peripherals and mode registers are connected to the
peripheral bus. The user break controller is connected to both the cache bus and the internal bus.
The internal bus can be accessed from the cache bus, but not the other way around. The peripheral
bus can be accessed from the internal bus, but not the other way around. This resultsin the
following.

Data cannot be written from the DMAC to cache memory. When the DMAC causes awriteto
memory, the contents of memory and the cache contents will be different. To rewrite the contents
of memory, the cache memory must be purged by software if the possibility exists that the data for
that address exists in the cache.
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When the CPU starts aread accessto a cache areg, it first takes a cycle to find the cache. If thereis
datain the cache, it fetches it and completes the access. If there is no datain the cache, a cache
datafill is performed viathe internal bus, so four consecutive longword reads occur. For misses
that occur when byte or word operands are accessed or branches occur to odd word boundaries (4n
+ 2 addresses), filling is always performed by longword accesses on the chip-external interface. In
the cache-through area, the access is to the actual access address. When the access is an instruction
fetch, the access size is always longword.

For cache-through areas and on-chip peripheral module read cycles, after an extracycle is added
to determine the cycle, the read cycle is started through the internal bus. Read data is sent to the
CPU through the cache bus.

When word write cycles access the cache area, the cache is searched. When the data of the
relevant addressisfound, it iswritten here. In parallel to this, the actual writing occurs through the
internal bus. When the right to use the internal busis held, the CPU is notified that the writeis
completed without waiting for the actual writing to the on-chip peripheral module or off the chip
to end. When the right to use the internal busis not held, aswhen it is being used by the DMAC or
thelike, thereisawait until the busis acquired before the CPU is notified of completion.

Accesses to cache-through areas and on-chip peripheral modules work the same as in the cache
area, except for the cache search and write.

Because the bus state controller has one level of write buffer, the internal bus can be used for
another access even when the chip-external bus cycle has not ended. After awrite has been
performed to low-speed memory off the chip, performing aread or write with an on-chip
peripheral module enables an access to the on-chip peripheral module without having to wait for
the completion of the write to low-speed memory.

During reads, the CPU always has to wait for the end of the operation. To immediately continue
processing after checking that the write to the device of actual data has ended, perform a dummy
read access to the same address consecutively to check that the write has ended.

The bus state controller’ s write buffer functions in the same way during accesses from the DMAC.
A dual-address DMA transfer thus startsin the next read cycle without waiting for the end of the
write cycle. When both the source address and destination address of the DMA are external spaces
to the chip, however, it must wait until the completion of the previous write cycle before starting
the next read cycle.
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7.11.3 Emulator

When using the SH7604’ s emulator, operation differs from real chip operation in the following
ways.

To get trace data with the emulator, all accesses performed by the CPU and DMAC must be output
externaly. It is not possible to completely analyze program execution or the contents of the data
accessed with only traces of access cycles performed exterior to the chip.

Reads of the cache from the CPU can be performed using only the cache bus, but the access
address and data read must be able to use the internal bus and external busto be output externally.
The external busis not needed to access on-chip peripheral modules with the CPU or DMAC, but
it is needed to output trace data. This means that when the emulator is used in the trace data fetch
mode, internal access operations of the CPU or DMAC are not performed in parallel with the
external bus cycle, so extra execution time is required compared to actual chips. Parallel execution
of accesses that follow writing to external destinations also should be executed after writing is
completed to carry out traces. To precisely measure the actual execution time, an actual chip rather
than an emulator should be used.
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Section 8 Cache

8.1 Introduction

Cache address array Cache data array
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Figure8.1 Cache Configuration

The SH7604 incorporates 4 kbytes of 4-way cache memory of mixed instruction/data type. The
SH7604 can also be used as 2-kbyte RAM and 2-kbyte cache memory (mixed instruction/data
type) by a setting in the cache control register CCR (two-way cache mode). CCR can specify that
either instructions or data do not use cache.

Each line of cache memory consists of 16 bytes. Cache memory is always updated in line units.
Four 32-bit accesses are required to update aline. Since the number of entriesis 64, the six bits
(A9to A4) in each address determine the entry. A four-way set associative configuration is used,
so up to four different instructions/data can be stored in the cache even when entry addresses
match. To efficiently use four ways having the same entry address, replacement is provided based
on a pseudo-LRU (least-recently used) replacement algorithm.
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8.2 Cache Control Register (CCR)
Table8.1 CacheControl Register
Name Abbrev. R/W Initial Value Address
Cache control register CCR R/W H'00 H'FFFFFE92

The cache control register (CCR) is used for cache control. CCR must be set and the cache must
beinitialized before use.

Bitt 7 6 5 4 3 2 1 0
Bitname:) W1 | wo | — | cP | TW | ob | D | CE |
Initial value: 0 0 0 0 0 0 0 0
RW: RW  RW R RW RW RW RW  RW

e Bits 7 and 6—Way Specification (W1 to WO0): W1 and WO specify the way when an address
array isdirectly accessed by address specification.

Bit 7: W1 Bit 6: WO Description

0 0 Way 0 (Initial value)
1 Way 1

1 0 Way 2
1 Way 3

« Bit 5—Reserved: This bit always reads 0. The write value should always be 0.

» Bit 4—Cache Purge (CP): CPis acache purge bit. When 1 iswritten to CP, all cache entries
and all valid bits and LRU bits of the way are initialized to 0. After initialization is complete,
the CP hit revertsto 0. The CP bit aways reads 0.
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Bit 4. CP Description

0 Normal operation (Initial value)

1 Cache purge

Note: Always read 0.

» Bit 3—Two-Way Mode (TW): TW is the two-way mode bit. The cache operates as a four-way
set associative cache when TW is 0 and as atwo-way set associative cache and 2-kbyte RAM
when TW is 1. In the two-way mode, ways 2 and 3 are cache and ways 0 and 1 are RAM.
Ways 0 and 1 are read or written by direct access of the data array according to address space
specification.

Bit 3: TW Description
0 Four-way mode (Initial value)
1 Two-way mode

» Bit 2—Data Replacement Disable (OD): OD is the bit for disabling data replacement. When
thishit is 1, data fetched from external memory is not written to the cache even if thereisa
cache miss. Cache datais, however, read or updated during cache hits. OD isvalid only when
CEisl.

Bit 2: OD Description
0 Normal operation (Initial value)
1 Data not replaced even when cache miss occurs in data access

» Bit 1—Instruction Replacement Disable (ID): ID isthe bit for disabling instruction
replacement. When this bit is 1, an instruction fetched from external memory is not written to
the cache even if thereis a cache miss. Cache datais, however, read or updated during cache
hits. ID isvalid only when CE is 1.

Bit 1: ID Description
0 Normal operation (Initial value)
1 Data not replaced even when cache miss occurs in instruction fetch

» Bit 0—Cache Enable (CE): CE isthe cache enable hit. Cache can be used when CE isset to 1.

Bit 0: CE Description
0 Cache disabled (Initial value)
1 Cache enabled
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8.3 Address Space and the Cache

The address spaceis divided into six partitions. The cache access operation is specified by
addresses. Table 8.2 lists the partitions and their cache operations. For more information on
address spaces, see section 7, Bus State Controller. Note that the spaces of the cache areaand
cache-through area are the same.

Table8.2 Address Space and Cache Operation

Addresses

A31-A29 Partition Cache Operation

000 Cache area Cache is used when the CE bitin CCR is 1.

001 Cache-through area Cache is not used.

010 Associative purge area Cache line of the specified address is purged
(disabled).

011 Address array read/write area Cache address array is accessed directly.

110 Data array read/write area Cache data array is accessed directly.

111 I/O area Cache is not used.

84 Cache Operation

84.1 Cache Reads

This section describes cache operation when the cache is enabled and datais read from the CPU.
One of the 64 entriesis selected by the entry address part of the address output from the CPU on
the cache address bus. The tag addresses of ways 0 through 3 are compared to the tag address parts
of the addresses output from the CPU. A match to the tag address of away is called a cache hit. In
proper use, the tag addresses of each way differ from each other, and the tag address of only one
way will match. When none of the way tag addresses match, it is called a cache miss. Tag
addresses of entries with valid bits of 0 will not match in any case.

When a cache hit occurs, datais read from the data array of the way that was matched according to
the entry address, the byte address within the line, and the access data size. The data is then sent to
the CPU. The address output on the cache address busis calculated in the CPU’ sinstruction
execution phase and the results of the read are written during the CPU’ s write-back stage. The
cache address bus and cache data bus both operate as pipelines in concert with the CPU’ s pipeline
structure. From address comparison to data read requires 1 cycle; since the address and data
operate as a pipeline, consecutive reads can be performed at each cycle with no waits.
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2NV

CPU pipeline stage | EX MA WB
EX MA

EX

Cache address bus <Address A><Address B>
—> —>

Cache tag comparison

Cache data bus <Address A><Address B>

E— E—
Data array read

EX: Instruction execution
MA: Memory access
WB: Write-back

Figure8.3 Read Accessin Case of a Cache Hit

When a cache miss occurs, the way for replacement is determined using the LRU information, and
the read address from the CPU iswritten in the address array for that way. Simultaneously, the
valid bit is set to 1. Since the 16 bytes of data for replacing the data array are simultaneously read,
the address on the cache address bus is output to the internal address bus and 4 longwords are read
consecutively. Access starts with whatever address output to the internal address bus will make the
longword that contains the address to be read from the cache come last as the byte address within
the line asthe order + 4. The dataread on the internal data bus is written sequentialy to the cache
data array. When the last data is written to the cache data array, it is simultaneously written to the
cache data bus and the read data is sent to the CPU.

Theinternal address bus and internal data bus also function as pipelines, just like the cache bus.
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AR VAR UVAR YA VAR Vi

CPU
pipeline | EX MA WB
stage EX MA
Cache 4 i c c
address <Address A>< \\ Add?g\e,ss B \\ \\ >
bus — —
Cache tag comparison Cache tag comparison
Cache ]
data bus Data array write Address A
Internal ( ¢ (
address <Address A+4 Add]ress A+8 Addr]ess A+12 At[idress A >
bus

Internal Adg A+4 Ad\(/j A+8 Adg A+12 /-\\/dd A >
ress ress ress ress
data bus ) ) J i

EX: Instruction execution
MA: Memory access
WB: Write-back

Figure8.4 Read Accessin Case of a Cache Miss
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8.4.2 Write Access

This cacheis of the write-through type, and writing to external memory is performed regardless of
whether or not there is a cache hit. The write address output to the cache address busis used to
compare to the tag address of the cache’s address array. When they match, the write data output to
the cache data bus in the following cycle is written to the data array. When they do not match,
nothing is written to the cache data array. The write address is output to the internal address bus 1
cycle later than the cache address bus. The write datais similarly output to the internal data bus 1
cycle later than the cache data bus. The CPU waits until the writes onto the internal bus are

completed.
CPU pipeline stage | EX MA
EX MA |
Cache address bus <Address A><Address B>
— —
_Cache tag comparison
Cache data bus <Address A>< \x Address B >
< Data array write
Internal address bus <Address A>< \x Address B >
K
Internal data bus < \B Address A >

EX: Instruction execution
MA: Memory access

Figure8.5 Write Access
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8.4.3 Cache-Through Access

When reading or writing a cache-through area, the cache is not accessed. Instead, the cache
address value is output to the internal address bus. For read operations, the read data output to the
internal address busis fetched and output to the cache data bus. The read of the cache-through area
is only performed on the address in question. For write operations, the write data on the cache data
busis output to the internal data bus. Writes on the cache through area are compared to the address
tag; except for the fact that nothing is written to the data array, the operation is the same as the
write shown in figure 8.5.

T\ T

CPU
ipell EX MA WB
ipeline stage
pip g A .
Cache c
address bus <Address A>< Address B \\ >

da(t:aagzz @@
T
dlz;ttfjle{)nuasl @@
EX: Instruction execution

MA: Memory access
WB: Write-back

Figure8.6 Reading Cache-Through Areas
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8.4.4 The TASInstruction

The TAS instruction reads data from memory, comparesit to 0, and reflectsthe result in the T bit
of the status register while setting the most significant bit to 1. It is an address for writing to the
same address. Reads from memory become cache-through operations even when the cache areais
accessed. Address tags are not compared. The updated value is written to memory through the
internal data bus, but before that the address tag is compared and if there are any matching entries,
awrite is performed to the corresponding data array.

e an NV Van UV NVanN Vanl

CPU
pipeline | EX | MA | ex | wma |
stage
Cache
bus

_> .
Cache tag comparison

Cache \
data bus \ @ddress A \ Address A
— _
Internal Data array write

bus
| | : :
danélei)nua; @jdress A @dress A

EX: Instruction execution
MA: Memory access

Figure8.7 TASInstruction Execution and the Cache
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8.4.5 Pseudo-L RU and Cache Replacement

When a cache miss occurs during aread, the data of the missed addressis read from 1 line (16
bytes) of memory and replaced. This makes it important to decide which of the ways to replace. It
islikely that the way least recently used has the highest probability of being the next to be
accessed. This agorithm for replacing ways is called the least recently used replacement
algorithm, or LRU. The hardware to implement it, however, is complex. For that reason, this
cache uses a pseudo-L RU replacement algorithm that keeps track of the order of way access and
replaces the oldest way.

Six hits of data are used as the LRU information. The bits indicate the access order for 2 ways, as
shown in figure 8.8. When the value is 1, access occurred in the direction of the appropriate arrow
in the figure. The direction of the arrow can be determined by reading the bit. All the arrows show
the ol dest access toward that way, which becomes the object of replacement. The access order is
recorded in the LRU information bits, so the LRU information is rewritten when a cache hit occurs
during aread, when a cache hit occurs during awrite, and when replacement occurs after a cache
miss. Table 8.3 shows the rewrite values; table 8.4 shows how ways are selected for replacement.

After acache purge by CCR’s CP hit, the LRU information is completely zeroized, so the initia
order usedisway 3 — way 2 — way 1 - way 0. Thereafter the way is selected according to the
order of access set by the program. Since the replacement will not be correct if the LRU gets an
inappropriate value, the address array write function can be used to rewrite. When thisis done, be
sure not to write a value other than 0 as the LRU information.

When CCR’s OD bit or ID hit is 1, neither will replace the cache even if a cache miss occurs
during data read or instruction fetch. Instead of replacing, the missed address data is read and
directly transferred to the CPU.

The two-way mode of the cache set by CCR’s TW hit can only be implemented by replacing ways
2 and 3. Comparisons of tag addresses of address arrays are carried out on al four ways even in
two-way mode, so the valid bit of ways 1 and O must be zeroized prior to operation in the two-way
mode.

Writing for the tag address and valid bit for cache replacement does not wait for the read from
memory to be completed. When the memory access is aborted by areset during replacement or the
like, the cache contents and memory contents may be out of sync, so aways perform a purge.
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Figure8.8 LRU Information and Access Sequence

Table8.3 LRU Information after Update

Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit O
Way 0 0 0 0 — — —
Way 1 1 — — 0 0 —
Way 2 — 1 — 1 — 0
Way 3 — — 1 — 1 1
—: Holds the value before update.
Table8.4  Selection Conditionsfor Replaced Way

Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
Way 0 1 1 1 — — —
Way 1 0 — — 1 —
Way 2 — 0 — 0 — 1
Way 3 — — 0 — 0 0

—: Don't care.
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8.4.6 Cachelnitialization

Purges of the entire cache area can only be carried out by writing O to the CP bit in CCR. Writing
1 to the CP bit initializes the valid bit of the address array and all bits of the LRU information to 0.
Cache purges are completed in 1 cycle, but additional timeisrequired for writing to CCR. Always
initialize the valid bit and LRU before enabling the cache.

When the cache is enabled, instruction reads are performed from the cache even during writing to
CCR. This means that the prefetched instructions are read from the cache. To do a proper purge,
write 0 to CCR’s CE hit, then disable the cache and purge. Since CCR’'s CE bitisclearedto O by a
power-on reset or manual reset, the cache can be purged immediately by areset.

8.4.7 Associative Purges

Associative purgesinvalidate 1 line (16 bytes) corresponding to specific address contents when
the contents are in the cache. When the contents of shared addresses are rewritten by one CPU in a
multiprocessor configuration, the other CPU cache must be invalidated if it also contains the
address. When writing is performed to the address found by adding H'40000000 to the purged
address, the valid bit of the entry storing the address prior to the addition isinitialized to 0. 16
bytes are purged in each write, so a purge of 256 bytes of consecutive areas can be accomplished
in 16 writes. Access sizes when associative purges are performed should be longword. A purge of
1 line requires 2 cycles.

Associative purge:

31 28 9 3 0O
Address | 010 Tag address aggrtgs -

Figure8.9 Associative Purge Access

8438 Data Array Access

The cache data array can be read or written directly via the data array read/write area. The access
sizes for the data array may be byte, word or longword. Data array accesses are completed in 1
cycle for both reads and writes. Since only the cache bus is used, the operation can proceed in
parallel even when another master, such asthe DMAC, is using the bus. The dataarray of way Ois
mapped on H'CO000000 to H'CO0003FF, way 1 on H'C0000400 to H'C00007FF, way 2 on
H'C0000800 to H'CO000BFF and way 3 on H'C0000CO00 to H'CO000FFF. When the two-way
mode is being used, the area H'C0000000 to H'CO0007FF is accessed as 2 kbytes of on-chip

RAM. When the cacheis disabled, the area H'C0000000 to H'CO000FFF can be used as 4 kbytes
of on-chip RAM.
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When the contents of the way being used as cache is rewritten using a data array access, the
contents of external memory and cache will not match, so this method should be avoided.

Data array read/write:

31 28 9 3 0
Entry
Address | 110 Tag address W address BA
3 19 6 4
31 0
Data Data

BA: Byte address within line

W: Way specification

32

8.4.9 Address Array Access

Figure8.10 Data Array Access

The address array of the cache can be accessed so that the contents fetched to the cache can be
checked for purposes of program debugging or the like. The address array is mapped on
H'60000000 to H'600003FF. Since al of the ways are mapped to the same addresses, ways are
selected by rewriting the W1 and WO bits in CCR. The address array can only be accessed in

longwords.

When the address array is read, the tag address, LRU information, and valid bit are output as data.
When the address array is written to, the tag address and valid bit are written from the cache
address bus. This requires that the write address be calculated according to the value to be written,
then written. LRU information is written from data, but 0 should always be written to prevent

malfunctions.
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Address array read:

31 28 9 3 0
Entry
Address | 011 — address | —
3 19 6 4
31 28 9 3210
Data | — Tag address LRU [—|V|—
3 19 6 112
Address array write:
31 28 9 3210
Entry
Address | 011 Tag address address —|V|—
3 19 6 112
31 9 3 0
LRU
Data - information|
22 6 4
V: Valid bit

Figure8.11 AddressArray Access

85 Cache Use

85.1 Initialization

Cache memory is not initialized in areset. Therefore, the cache must be initialized by software
before use. Cache initialization clears (to 0) the address array valid bit and all LRU information.
The address array write function can be used to initialize each line, but it is simpler to initialize it
once by writing 1 to the CP bit in CCR. Figure 8.12 shows how to initialize the cache.

MOV. W #H FE92, R1
MV.B @1, RO ;
AND #H FE, RO ;

MOV. B #RO, @Rl ; Cache disable
OR #H 10, RO

MOV.B RO, @Rl ; Cache purge
OR #H 01, RO

MOV. B RO, R1 ; Cache enabl e

Figure8.12 Cachelnitialization
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85.2 Purge of Specific Lines

Since the SH7604 has no snoop function (for monitoring data rewrites), specific lines of cache
must be purged when the contents of cache memory and external memory differ as aresult of an
operation. For instance, when a DMA transfer is performed to the cache area, cache lines
corresponding to the rewritten address area must be purged. All entries of the cache can be purged
by setting the CP bit in CCR to 1. However, it is efficient to purge only specific linesif only a
limited number of entries are to be purged.

An associative purge is used to purge specific lines. Since cache lines are 16 bytes long, purges are
performed in a 16-byte units. The four ways are checked simultaneously, and only lines holding
data corresponding to specified addresses are purged. When addresses do not match, the data at
the specified address is not fetched to the cache, so no purge occurs.

Purgi ng 32 bytes from address R3

MOV. L #H 40000000, RO
XOR Rl, RL

MOV. L Rl, @RO, R3)
ADD #16, R3

MOV. L Rl, @RO, R3)

Figure8.13 Purging Specific Addresses

When it is troublesome to purge the cache after every DMA transfer, it is recommended that the
OD hit in CCR be set to 1 in advance. When the OD bit is 1, the cache operates as cache memory
only for instructions. However, when data is already fetched into cache memory, specific lines of
cache memory must be purged for DMA transfers.

8.5.3 Cache Data Coherency

The SH7604’ s cache memory does not have a snoop function. This means that when data is shared
with a bus master other than the CPU, software must be used to ensure the coherency of data. For
this purpose, the cache-through area can be used, the break function can be used in external bus
cycles, or a cache purge can be performed with program logic.

If the cache-through areaisto be used, the data shared by the bus masters is placed in the cache-
through area. This makes it easy to maintain data coherency, since access of the cache-through
area does not fetch data into the cache. When the shared data is accessed repeatedly and the
frequency of datarewritesislow, alower access speed can adversely affect performance.

To use the external bus cycle break function, the user break controller is used. Set the user break
controller to generate an interrupt when awrite cycle is detected to any of the areas that have
shared data. The interrupt handling routine purges the cache. Since the cache is purged whenever a
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rewrite is detected, data coherency can be maintained. When data that extends over multiple
words, such as a structure, is rewritten, however, interrupts are generated at the rewrites, which
can lower performance. This method is most appropriate for casesin which it is difficult to predict
and detect the timing of data updates and the update frequency islow.

To purge the cache using program logic, the data updates are detected by the program flow and the
cache isthen purged. For example, if the program inputs data from a disk, whenever reading of a
unit (such as a sector) is completed, the buffer address used for reading or the entire cacheis
purged, thereby maintaining coherency. When datais to be handled between two processors, only
flags to provide mutual notification of completion of data preparation or completion of afetch are
placed in the cache-through area. The data actually transferred is placed in the cache area and the
cache is purged before the first data read to maintain the coherency of the data. When semaphores
are used as the means of communication, data coherency can be maintained even when the cache
is not purged by utilizing the TAS instruction. The TAS instruction is not read within the cache;
the external access is always direct. This means that data can be synchronized with other masters
when it isread.

When the update unit it is small, specific addresses can be purged, so only the relevant addresses
are purged. When the update unit is larger, it is faster to purge the entire cache rather than purging
all the addressesin order, and then read in the data previously existing in the cache again from
externa memory.

854 Two-Way Cache Mode

The 4-kbyte cache can be used as 2-kbyte RAM and 2-kbyte mixed instruction/data cache memory
by setting the TW bit in CCR to 1. Ways 2 and 3 become cache, and ways 0 and 1 become RAM.

The cache and RAM are initialized by setting the CP bit in CCR to 1. The valid bit and LRU bits
arecleared to 0.

When the initial values of the LRU information are set to 0, ways 3 and 2 areinitially used, in that
order. Ways 3 and 2 are subsequently selected for replacement as specified by the LRU
information. The conditions for updating the LRU information are the same as for four-way mode,
except that the number of waysistwo.

When designated as 2-kbyte RAM, ways 0 and 1 are accessed by data array access. Figure 8.14
shows the address mapping.
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H'00000000

H'C0000000
Way O

H'CO0003FF
H'C0000400

Way 1
H'CO0007FF

H'FFFFFFFF

Figure8.14 Address Mapping of 2-kbyte RAM in the Two-Way Mode

855 Usage Notes

Standby: Disable the cache before entering the standby mode for power-down operation. After
returning from power-down, initialize the cache before use.

Cache Control Register : Changing the contents of CCR also changes cache operation. The
SH7604 makes full use of pipeline operations, so it is difficult to synchronize access. For this
reason, change the contents of the cache control register while disabling the cache or after the
cacheisdisabled.
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Section 9 Direct Memory Access Controller (DMAC)

9.1 Overview

The SH7604 includes a two-channel direct memory access controller (DMAC). The DMAC can
be used in place of the CPU to perform high-speed data transfers between external devices
equipped with DACK (transfer request acknowledge signal), external memories, memory-mapped
external devices, and on-chip peripheral modules (except for the DMAC, BSC and UBC). Using
the DMAC reduces the burden on the CPU and increases the operating efficiency of the chip asa
whole.

911 Features
The DMAC has the following features:

e Number of channels: 2

e Address space: 4 Gbytesin the architecture

» Selectable datatransfer unit: Byte, word (2 bytes), longword (4 bytes) or 16-byte unit (16-byte
transfers first perform four longword reads and then four longword writes)

e Maximum transfer count: 16,777,216 (16M) transfers

» With cache hits, CPU instruction processing and DMA operation can proceed in parallel

e The maximum transfer rate for synchronous DRAM burst transfers is 38 Mbytes/sec (f = 28.7
MH2z)

» Single address mode transfers: Either the transfer source or transfer destination (periphera
device) is accessed by a DACK signal (selectable) while the other is accessed by address. One
transfer unit of datais transferred in each bus cycle.

Devices that can be used in DMA transfer:

O External deviceswith DACK and memory-mapped external devices (including external
memories)

» Dual address mode transfers: Both the transfer source and transfer destination are accessed by
address. Onetransfer unit of dataistransferred in two bus cycles.

Device combinations capable of transfer:

O Two external memories

0 External memory and memory-mapped external devices

O Two memory-mapped external devices

0 Externa memory and on-chip peripheral module (excluding the DMAC, BSC and UBC).
O

Memory-mapped external devices and on-chip peripheral modules (excluding the DMAC,
BSC and UBC)

231
HITACHI



O Two on-chip peripheral modules (excluding the DMAC, BSC and UBC)
(access size permitted by aregister of the peripheral module that is the transfer source or
destination)
e Transfer requests

O External requests (from DREQ pins. DREQ can be detected either by edge or by level, and
either active-low or active-high can be selected)

0 On-chip peripheral module requests (serial communication interface (SCI))

O Auto-request (the transfer request is generated automatically within the DMAC)
» Selectable bus modes: Cycle-steal mode or burst mode
» Selectable channel priority levels: Fixed or round-robin mode
e Aninterrupt request can be sent to the CPU when data transfer ends
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912

Block Diagram

Figure 9.1 shows a block diagram of the DMAC.

| |
| |
|
On-chip 4 ol O |
peripheral K__ % al | SARN |
module 5 T | :
I o O |
o = ! ] I
a ! Iteration TCRn |<> |
|
DREQN : control @ |
| ﬁ :
RXI : Register 2
TXI | control CHCRn g |
| |
: T 2|
i | Start-up [+ 2 i
DACKn | control 1 DMAORK |
DEIn ! ] !
| |
External |, —— : .| Request :
ROM - ! priority :
I control I
External | —— I : :
RAM__ [— : nterrupt VCRDMAN !
3 ! control -. !
External 1/O 2 | |
(memory g l |
[7) I 3 |
mapped) 5 !
é |
External I/0 | | Bus interface :
(with | |
acknowledge) ! :
| |
Bus controller et v I\ZA_(EI
DMAOR: DMA operation register
SARn:  DMA source address register
DARn:  DMA destination address register
TCRn:  DMA transfer counter register
CHCRn: DMA channel control register
VCRDMAN: DMA vector register
DEIn:  DMA transfer end interrupt request to CPU
RXI:  On-chip SCI receive-data-full interrupt transfer request
TXI:  On-chip SCI transmit-data-full interrupt transfer request
n. Otol
Figure9.1 DMAC Block Diagram
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9.1.3 Pin Configuration

Table 9.1 shows the DMAC pins.

Table9.1 DMAC Pin Configuration

Channel Name Symbol /O Function
0 DMA transfer request DREQO | DMA transfer request input from external
device to channel 0
DMA transfer request DACKO O  DMA transfer request acknowledge output
acknowledge from channel 0 to external device
1 DMA transfer request DREQ1 | DMA transfer request input from external
device to channel 1
DMA transfer request DACK1 O  DMA transfer request acknowledge output

acknowledge

from channel 1 to external device

9.14 Register Configuration

Table 9.2 summarizesthe DMAC registers. The DMAC has atotal of 13 registers. Each channel
has six control registers. One control register is shared by both channels.
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Table9.2 DMAC Registers

Initial Access
Channel Name Abbr. R/W  Value Address Size™
0 DMA source address register 0 SARO R/W Undefined H'FFFFFF80 32
DMA destination address DARO R/W Undefined H'FFFFFF84 32

register 0

DMA transfer count register 0  TCRO R/W Undefined H'FFFFFF88 32

DMA channel control register 0 CHCRO  R/(W)"™ H'00000000 H'FFFFFF8C 32

DMA vector number register NO VCRDMAOR/(W)1 Undefined H'FFFFFFA0 32

DMA request/response selection DRCRO  R/(W)*1 H'00 H'FFFFFE71 8%
control register 0

1 DMA source address register 1 SAR1 R/W Undefined H'FFFFFF90 32
DMA destination address DAR1 R/W Undefined H'FFFFFF94 32
register 1

DMA transfer count register 1  TCR1 R/W Undefined H'FFFFFF98 32
DMA channel control register 1 CHCR1  R/(W)"™ H'00000000 H'FFFFFF9C 32
DMA vector number register N1 VCRDMA1R/(W)™ Undefined H'FFFFFFA8 32

DMA request/response selection DRCR1  R/(W)'1 H'00 H'FFFFFE72 8%
control register 1
Shared DMA operation register DMAOR  R/(W)*2 H'00000000 H'FFFFFFBO 32

Notes: 1. Only 0 can be written to bit 1 of CHCRO and CHCR1, after reading 1, to clear the flags.
2. Only 0 can be written to bits 1 and 2 of the DMAOR, after reading 1, to clear the flags.
3. Access DRCRO and DRCRL1 in byte units. Access all other registers in longword units.

9.2 Register Descriptions

921 DMA Source Address Registers0 and 1 (SARO and SAR1)

Bit: 31 30 29 3 2 1 0
Bit name: ’ ‘ ‘ ‘ ‘ ’ ‘ ‘
Initial value: — — — — — — —
R/W: R/W R/W R/W ... R/W R/W R/W R/W

DMA source address registers 0 and 1 (SARO and SARLY) are 32-bit read/write registers that
specify the source address of a DMA transfer. During a DMA transfer, these registersindicate the
next source address. (In single-address mode, SAR isignored in transfers from external devices
with DACK to memory-mapped external devices or external memory). In 16-byte unit transfers,
always set the value of the source address to a 16-byte boundars (16n address). Operation results
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cannot be guaranteed if other values are used. The value after areset is undefined. Vaues are
retained in standby mode and during module standbys.

9.2.2 DMA Destination Address Registers0 and 1 (DARO and DAR1)

Bit: 31 30 29 3 2 1 0
Bit name: ‘ ’ ‘ ’ ‘ ’ ‘ ’
Initial value: — — — — — — —
R/W: R/W R/W R/W . R/W R/W R/W R/W

DMA destination address registers 0 and 1 (DARO and DAR1) are 32-bit read/write registers that
specify the destination address of a DMA transfer. During a DMA transfer, these registers indicate
the next destination address. (In single-address mode, DAR isignored in transfers from memory-
mapped external devices or external memory to external devices with DACK). The value after a
reset is undefined. Values are retained in standby mode and during module standbys.

9.23 DMA Transfer Count RegistersOand 1 (TCRO and TCR1)

Bit: 31 30 29 28 27 26 25 24
Bit name: ‘ — — ‘ — ’ — — ‘ — — ‘ — ’
Initial value: 0 0 0 0 0 0 0 0
R/W:
Bit: 23 22 21 3 2 1 0
Bit name: ‘ ‘ ’ ‘ ‘ ’
Initial value: — — — — — — —
R/W: R/W R/W R/W . R/W R/W R/W R/W

DMA transfer count registers 0 and 1 (TCRO and TCR1) are 32-bit read/write registers that
specify the DMA transfer count. The lower 24 of the 32 bits are valid. The value is written as 32
bits, including the upper eight bits. The number of transfersis 1 when the setting is H'00000001,
16,777,215 when the setting is H'00FFFFFF and 16, 777,216 (the maximum) when H'00000000 is
set. During a DMA transfer, these registers indicate the remaining transfer count.

Set the initial value as the write value in the upper eight bits. These bits always read 0. The initial
value after areset is undefined. Values are retained in standby mode and during module standbys.
For 16-byte transfers, set the count to 4 times the number of transfers.
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9.24 DMA Channel Control Registers0and 1 (CHCRO0 and CHCR1)

Bit: 31 30 29 19 18 17 16
Bit name:’ — ‘ — ‘ — ‘ ‘ — ’ — — ‘ —
Initial value: 0 0 0 0 0 0 0
R/W:
Bitt 15 14 13 12 11 10 9 8
Bitname:| DM1 | DMO | SM1 | SMO | TS1 | TSO | AR | AM |
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Bit: 7 6 5 4 3 2 1 0
Bit name: ] AL \ DS ‘ DL ] B ‘ TA ] IE \ TE ‘ DE \
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/(W)* R/W
Note: Only O can be written, to clear the flag.

DMA channel control registers 0 and 1 (CHCRO and CHCRL1) are 32-bit read/write registers that
control the DMA transfer mode. They also indicate the DMA transfer status. Only the lower 16 of
the 32 bits are valid. They are written as 32-bit values, including the upper 16 bits. Write the initial
values to the upper 16 bits. These bits always read 0. The registers are initialized to H'00000000
by areset and in standby mode. Values are retained during a module standby.

» Bits 15 and 14—Destination Address Mode Bits 1, 0 (DM1, DMO): Select whether the DMA
destination address is incremented, decremented or left fixed (in single address mode, DM 1
and DMO are ignored when transfers are made from a memory-mapped external device, on-
chip peripheral module, or external memory to an external device with DACK). DM1 and
DMO areinitialized to 00 by areset and in standby mode. Vaues are retained during a module
standby.
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Bit 15: DM1 Bit 14: DMO Description

0 0 Fixed destination address (Initial value)
1 Destination address is incremented (+1 for byte transfer size,
+2 for word transfer size, +4 for longword transfer size, +16
for 16-byte transfer size)
1 0 Destination address is decremented (-1 for byte transfer size,

-2 for word transfer size, —4 for longword transfer size, —-16
for 16-byte transfer size)

1 Reserved (setting prohibited)

Bits 13 and 12—Source Address Mode Bits 1, 0 (SM1, SMO0): Select whether the DMA source
address isincremented, decremented or |eft fixed. In single address mode, SM1 and SMO are
ignored when transfers are made from an external device with DACK to a memory-mapped
external device, on-chip peripheral module, or external memory. For a 16-byte transfer, the
address isincremented by +16 regardless of the SM1 and SMO values. SM1 and SMO are
initialized to 00 by areset and in standby mode. Va ues are retained during a modul e standby.

Bit 13: SM1 Bit 12: SMO Description
0 0 Fixed source address (+16 for 16-byte transfer size)
(Initial value)
1 Source address is incremented (+1 for byte transfer size, +2

for word transfer size, +4 for longword transfer size, +16 for
16-byte transfer size)

0 Source address is decremented (-1 for byte transfer size, —2
for word transfer size, —4 for longword transfer size, +16 for
16-byte transfer size)

1 Reserved (setting prohibited)

Bits 11 and 10—Transfer Size Bits (TS1, TS0): Select the DMA transfer size. When the
transfer source or destination is an on-chip peripheral module register for which an access size
has been specified, that size must be selected. During 16-byte transfers, set the transfer address
mode bit for dual address mode. TS1 and TSO are initialized to 00 by areset and in standby
mode. Values are retained during a module standby.

Bit 11: TS1 Bit 10: TSO Description

0 0 Byte unit (initial value)
1 Word (2-byte) unit

1 0 Longword (4-byte) unit
1 16-byte unit (4 longword transfers)
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« Bit 9—Auto Request Mode Bit (AR): Selects whether auto-request (generated within the
DMAC) or module request (an external request or from the on-chip SCI module) is used for
the transfer request. The AR bit isinitialized to 0 by areset and in standby mode. Itsvalueis
retained during a module standby.

Bit 9: AR Description
0 Module request mode (Initial value)
1 Auto-request mode

» Bit 8—Acknowledge/Transfer Mode Bit (AM): In dual address mode, this bit selects whether
the DACK signal is output during the data read cycle or write cycle. In single-address mode, it
selects whether to transfer data from memory to device or from device to memory. The AM bit
isinitialized to 0 by areset and in standby mode. Its value is retained during a module standby.

Bit 8: AM Description
0 DACK output in read cycle/transfer from memory to device (Initial value)
1 DACK output in write cycle/transfer from device to memory

» Bit 7—Acknowledge Level Bit (AL): Selects whether the DACK signal is an active-high
signal or an active-low signal. The AL bitisinitialized to O by areset and in standby mode. Its
value is retained during a module standby.

Bit 7: AL Description
0 DACK is an active-low signal (Initial value)
1 DACK is an active-high signal

» Bit 6—DREQ Select Bit (DS): Selects the DREQ input detection method used. The DS bit is
initialized to 0 by areset and in standby mode. Its value is retained during a module standby.

Bit 6: DS Description
0 Detected by level (Initial value)
1 Detected by edge

* Bit5—DREQ Level Bit (DL): Selects active-high or active-low for the DREQ signal. The DL
bitisinitialized to 0 by areset and in standby mode. Its value is retained during a module
standby.
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Bit 5: DL Description

0 When DS is 0, DREQ is detected by low level; when DS is 1, DREQ is
detected by fall (Initial value)
1 When DS is 0, DREQ is detected by high level; when DS is 1, DREQ is

detected by rise

e Bit4—Transfer Bus Mode Bit (TB): Selects the bus mode for DMA transfers. The TB bit is
initialized to 0 by areset and in standby mode. Its value is retained during a module standby.

Bit 4. TB Description
0 Cycle-steal mode (Initial value)
1 Burst mode

e Bit 3—Transfer Address Mode Bit (TA): Selectsthe DMA transfer address mode. The TA bit
isinitialized to 0 by areset and in standby mode. Its value is retained during a module standby.

Bit 3: TA Description
0 Dual address mode (Initial value)
1 Single address mode

« Bit 2—Interrupt Enable Bit (IE): Determines whether or not to request a CPU interrupt at the
end of aDMA transfer. When the |E bit is set to 1, an interrupt (DEI) request is setnt to the
CPU when the TE bit isset. The |E bit isinitialized to O by areset and in standby mode. Its
value is retained during a module standby.

Bit 2: IE Description
0 Interrupt disabled (Initial value)
1 Interrupt enabled

e Bit 1—Transfer-End Flag Bit (TE): Indicates that the transfer has ended. When the valuein the
DMA transfer count register (TCR) becomes 0, the DMA transfer ends normally and the TE
bitissetto 1. Thisflag is not set if the transfer ends because of an NMI interrupt or DMA
address error, or because the DME bit of the DMA operation register (DMAOR) or the DE bit
was cleared. To clear the TE bit, read 1 from it and then write 0. When the TE bit is set, setting
the DE bit to 1 will not enable atransfer. The TE bit isinitialized to 0 by areset and in standby
mode. Its valueis retained during a modul e standby.

240
HITACHI



Bit 1: TE Description

0 DMA has not ended or was aborted (Initial value)
Cleared by reading 1 from the TE bit and then writing 0
1 DMA has ended normally (by TCR = 0)

» Bit 0—DMA Enable Bit (DE): Enables or disables DMA transfers. In auto-request mode, the
transfer starts when this bit or the DME bit in DMAOR is set to 1. The NMIF and AE bitsin
DMAOR and the TE bit must be all set to 0. In external request mode or on-chip peripheral
module request mode, the transfer begins when the DMA transfer request is received from the
relevant device or on-chip peripheral module, provided this bit and the DME hit are set to 1.
Aswith the auto-request mode, the TE bit and the NMIF and AE bitsin DMAOR must be al
set to 0. The transfer can be stopped by clearing this bit to 0. The DE bit isinitialized to 0 by a
reset and in standby mode. Its valueis retained during a module standby.

Bit 0: DE Description
0 DMA transfer disabled (Initial value)
1 DMA transfer enabled

9.25 DMA Vector Number RegistersOand 1 (VCRDMAO, VCRDMA1)

Bit: 31 30 29 11 10 9 8
siname: | — | — | — | . [~ [ — [ — ] — |
Initial value: 0 0 0 0 0 0 0

R/W:

Bit: 7 6 5 4 3 2 1 0

Bit name:] VC7 \ VC6 ‘ VC5 \ VC4 ‘ VC3 ] VC2 \ vC1 ‘ VCO \
Initial value: — — — — — — — _
RW: RW RW RW RW RW RW RW RW

DMA vector number registers 0 and 1 (VCRDMAUO, VCRDMA1) are 32-bit read/write registers
that set the DMAC transfer-end interrupt vector number. Only the lower eight bits of the 32 are
effective. They are written as 32-bit values, including the upper 24 bits. Write the initial valuesto
the upper 24 bits. These bits are initialized to H'000000X X (last eight bits are undefined) by a
reset and in standby mode. Values are retained during a module standby.

» Bits 31 to 8—Reserved: These bits alwaysread 0. The write value should aways be 0.
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e Bits 7 to 0—Vector Number Bits 7-0 (VC7-VC0): Set the interrupt vector numbers at the end
of aDMAC transfer. Interrupt vector numbers of 0-127 can be set. When atransfer-end
interrupt occurs, exception handling and interrupt control fetch the vector number and control
istransferred to the specified interrupt handling routine. The VC7-V CO bits are undefined
upon reset and in standby mode. Always write 0 to VC7.

9.26 DM A Request/Response Selection Control Registers0and 1 (DRCRO, DRCR1)

Bit: 7 6 5 4 3 2 1 0
Bit name: ‘ — ‘ — ‘ — ’ — ‘ — ‘ — ‘ RS1 ‘ RSO ’
Initial value: 0 0 0 0 0 0 0 0
R/W: R R R R R R R/W R/W

DMA request/response selection control registers 0 and 1 (DRCRO, DRCR1) are 8-bit read/write
registers that set the vector address of the DMAC transfer request source. They are written as 8-bit
values. They are initialized to H'00 by areset, but retain their values in a module standby.

e Bits 7 to 2—Reserved

» Bits1 and 0—Resource Select Bits 1 and 0 (RS1, RS0): Specify which transfer request to input
to the DMAC. Changing the transfer request source must be done when the DMA enable bit
(DE) is0. The RS1 and RSO bits are initialized to 00 by a reset.

Bit 1: RS1 Bit 0: RSO Description

0 0 DREQ (external request) (Initial value)

0 1 RXI (on-chip SCI receive-data-full interrupt transfer request)*

1 0 TXI (on-chip SCI transmit-data-empty interrupt transfer
request)*

1 1 Reserved (setting prohibited)

Note: For RX2 and TX1, set for dual transfer mode.
The DREQ settings in CHCR are DS =1 and DL = 0.
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9.2.7 DMA Operation Register (DMAOR)

Bit:
Bit name:

Initial value:
R/W:

Bit:
Bit name:

Initial value:
R/W:

31 30 29 11 10 9 8
- -1 - -l -1-17-1
0 0 0 0 0 0 0
R

7 6 5 4 3 2 1 0
_ ‘ _ \ _ ‘ _ \ PR ’ AE \ NMlF} DMIE‘
0 0 0 0 0 0 0 0
R R R R RW  RIW)* RIW)* R/W

Note: Only 0 can be written, to clear the flag.

The DMA operation register (DMAOR) is a 32-hit read/write register that controls the DMA
transfer mode. It also indicates the DMA transfer status. Only the lower four of the 32 bits are
valid. DMAOR iswritten as a 32-bit value, including the upper 28 bits. Write the initial valuesto
the upper 28 bits. These bits always read 0. DMAOR isinitialized to H'00000000 by areset and in

standby mode.

» Bits 31 to 4—Reserved: These bits alwaysread 0. The write value should aways be 0.

» Bit 3—Priority Mode Bit (PR): Selects the priority level between channels when there are
transfer requests for multiple channels. It isinitialized to 0 by areset and in standby mode. Its
value is retained during a module standby.

Bit 3: PR Description
0 Fixed priority (channel O > channel 1) (Initial value)
1 Round-robin (Top priority shifts to bottom after each transfer. The

priority for the first DMA transfer after a reset is channel 1 > channel 0)

» Bit 2—Address Error Flag Bit (AE): This flag indicates that an address error has occurred in
the DMAC. When the AE bitis set to 1, DMA transfer cannot be enabled even if the DE bit in
the DMA channel control register (CHCR) isset to 1. To clear the AE bit, read 1 from it and
then write 0. Operation is performed up to the DMAC transfer being executed when the
address error occurred. AE isinitialized to O by areset and in standby mode.

Bit 2: AE Description

0 No DMAC address error (Initial value)
To clear the AE bit, read 1 from it and then write 0

1 Address error by DMAC
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e Bit 1—NMI Flag Bit (NMIF): Thisflag indicates that an NMI interrupt has occurred. When
the NMIF bit isset to 1, DMA transfer cannot be enabled even if the DE bit in CHCR and the
DME bit are set to 1. To clear the NMIF bit, read 1 from it and then write 0. Ends after the
DMAC operation executing when the NMI comes in (operation goes to destination). When the
NMI interrupt isinput while the DMAC is not operating, the NMIF bit isset to 1. The NMIF
bitisinitialized to 0 by areset or in the standby mode. Values are held during a module
standby.

Bit 1: NMIF Description
0 No NMIF interrupt (initial value)

To clear the NMIF bit, read 1 from it and then write 0.
1 NMIF has occurred

« Bit 0—DMA Master Enable Bit (DME): Enables or disables DMA transfers on all channels. A
DMA transfer becomes enabled when the DE bit in the CHCR and the DME bit are set to 1.
For thisto be effective, however, the TE bit in CHCR and the NMIF and AE bits must all be 0.
When the DME hit is cleared, all channel DMA transfers are aborted. DME isinitialized to O
by areset and in standby mode. Its value is retained during a module standby.

Bit 0: DME Description

0 DMA transfers disabled on all channels (Initial value)
1 DMA transfers enabled on all channels
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9.3 Operation

When thereisa DMA transfer request, the DMAC starts the transfer according to the
predetermined channel priority; when the transfer-end conditions are satisfied, it ends the transfer.
Transfers can be requested in three modes: auto-request, external request, and on-chip module
request. A transfer can be in either single address mode or dual address mode. The bus mode can
be either burst or cycle-steal.

93.1 DMA Transfer Flow

After the DMA source address registers (SAR), DMA destination address registers (DAR), DMA
transfer count registers (TCR), DMA channel control registers (CHCR), DMA vector number
registers (VCRDMA), DMA request/response selection control registers (DRCR), and DMA
operation register (DMAOR) areinitiaized (initializing sets each register so that ultimately the
condition (DE =1, DME =1, TE=0, NMIF =0, AE = 0) is satisfied), the DMAC transfers data
according to the following procedure:

1. Checksto seeif transfer isenabled (DE=1, DME=1, TE=0, NMIF =0, AE=0)

2. When atransfer request comes and transfer is enabled, the DMAC transfers 1 transfer unit of
data. (In auto-request mode, the transfer begins automatically when the DE bit and DME bit
are set to 1. The TCR value will be decremented by 1.) The actual transfer flows vary
depending on the address mode and bus mode.

3. When the specified number of transfers have been completed (when TCR reaches 0), the
transfer ends normally. If the IE bitin CHCR is set to 1 at thistime, a DEI interrupt is sent to
the CPU.

4. When an address error occursin the DMAC or an NMI interrupt is generated, the transfer is
aborted. Transfers are a so aborted when the DE bit in CHCR or the DME bitin DMAOR is
changed to O.

Figure 9.2 shows a flowchart illustrating this procedure.
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( St[art )

Initial settings
(SAR, DAR, TCR, CHCR,
VCRDMA, DRCR, DMAOR)

DE,
DME = 1 and NMIF,
AE, TE=0?

Has a

transfer request been
%1

generated? Bus

Yes *3 mode, transfer
request mode, DREQ detec-
tion method?
Transfer
TCR-1 - TCR,

SAR, and DAR updated

16-byte transfer
in progress?

NMIF =1,
orAE=1,0or DE=0,
or DME
=0?

DEI interrupt request
(when IE = 1)

Yes

( Transfer aborted )

] TE=1 || TE=1 \

( End transfer ) ( End normally )

AE=1,0or DE=0, or

Notes: 1. In auto-request mode, the transfer will start when the NMIF, AE, and TE bits are all 0
and the DE and DME bits are then set to 1.
2. In burst mode, DREQ = level detection (external request), or cycle-steal mode.
3. In burst mode, DREQ = edge detection (external request), or auto-request mode in
burst mode.
4. 16-byte transfer cycle in progress.
5. End of a 16-byte transfer cycle.
Figure9.2 DMA Transfer Flow
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9.3.2 DMA Transfer Requests

DMA transfer requests are usually generated in either the data transfer source or destination, but
they can a so be generated by devices that are neither the source nor the destination. Transfers can
be requested in three modes: auto-request, external request, and on-chip peripheral module
request. The request mode is selected with the AR bit in DMA channel control registers 0 and 1
(CHCRO, CHCR1) and the RS0 and RS1 bitsin DMA request/response selection control registers
0 and 1 (DRCRO, DRCRY).

Table9.3 Selectingthe DMA Transfer Request Using the AR and RS Bits

CHCR DRCR

AR RS1 RSO Request Mode Resource Select

0 0 0 Module request mode  DREQ external request (external request mode)
0 1 RXI (SCI receive) request
1 0 TXI (SCI transmit) request

1 X X Auto-request mode

Auto-Request: When there is no transfer request signal from an external source (asin a memory-
to-memory transfer or atransfer between memory and an on-chip peripheral module unable to
request atransfer), the auto-request mode allows the DMAC to automatically generate a transfer
request signal internally. When the DE bits in CHCRO and CHCR1 and the DME bit in the DMA
operation register (DMAOR) are set to 1, the transfer begins (so long as the TE bitsin CHCRO and
CHCR1 and the NMIF and AE bitsin DMAOR areal 0).

External Request: In this mode atransfer is started by atransfer request signal (DREQ) from an
external device. Choose one of the modes shown in table 9.4 according to the application system.
When DMA transfer isenabled (DE =1, DME =1, TE=0, NMIF =0, AE =0), atransfer is
performed upon input of a DREQ signal.
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Table9.4 Selecting External Request Modeswith the TA and AM Bits

CHCR Transfer

TA AM Address Mode  Acknowledge Mode Source Destination
0 0 Dual address DACK output in read Any*1 Any*l
mode cycle
1 Dual address DACK output in write Any*1 Any*1
mode cycle
1 0 Single address Data transferred from External memory"2  External device
mode memory to device or memory-mapped with DACK
external device
1 Single address Data transferred from External device External memory2
mode device to memory with DACK or memory-mapped

external device

Notes: 1. External memory, memory-mapped external device, on-chip peripheral module
(excluding DMAC, BSC, and UBC)

2. Except synchronous DRAM

Choose to detect DREQ either by the falling edge or by level using the DS and DL bitsin CHCRO
and CHCR1 (DS =0islevel detection, DS = 1 is edge detection; for edge detection, DL =0 is
rising edge, DL = 1 isfalling edge; for level detection, DL = O isactive-low, DL = 1 isactive-
high). The source of the transfer request does not have to be the data transfer source or destination.

Table9.5 Selecting the External Request Signal with the DSand DL Bits

DRCR
DS DL External Request
0 0 Level (active-low)
1 Level (active-high)
1 0 Edge (falling)
1 Edge (rising)

On-Chip Module Request: In this mode, transfers are started by the transfer request signal
(interrupt request signal) of an on-chip peripheral module in the SH7064. The transfer request
signals are the receive-data-full interrupt (RX1) and transmit-data-empty interrupt (TX1) of the
serial communication interface (SCI) (table 9.6). If DMA transfer isenabled (DE =1, DME =1,
TE =0, NMIF =0, AE = 0), DMA transfer starts upon the input of atransfer request signal.
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When RXI (transfer request when the SCI’ s receive data buffer is full) is set as the transfer
request, however, the transfer source must be the SCI’ sreceive data register (RDR). Likewise,
when TXI (transfer request when the SCI’ s transmit data buffer is empty) is set as the transfer
request, the transfer destination must be the SCI’ s transmit data register (TDR).

Table9.6 Selecting On-Chip Peripheral M odule Request Mode with the AR and RS bits

DMA Transfer

Request DMA Transfer Bus DREQ
AR RS1 RSO Source Request Signal Source Destination Mode Setting
0 0 1 SCI RXI (SCI receive- RDR Any* Cycle- Edge,
receiver data-full transfer steal  active-low
request)
0 1 0 SCI TXI (SCI transmit-  Any* TDR Cycle- Edge,
transmitter data-empty transfer steal  active-low
request)

Note: External memory, memory-mapped external device, on-chip peripheral module (excluding
DMAC, BSC, and UBC)

When outputting transfer requests from the SCI, itsinterrupt enable bits (TIE and RIE in SCR)
must be set to output the interrupt signals. Note that transfer request signals from on-chip
peripheral modules (interrupt request signals) are sent not just to the DMAC but to the CPU as
well. When an on-chip peripheral module is specified as the transfer request source, set the
priority level valuesin the interrupt priority level registers (IPRC- PRE) of the interrupt controller
(INTC) at or below the levels set in the 13- 0 bits of the CPU’ s status register so that the CPU
does not accept the interrupt request signal.

The DMA transfer request signals shown in table 9.6 are automatically fetched when the
corresponding DMA transfer is performed. If cycle-steal mode is used, aDMA transfer request
(interrupt request) from any module will be cleared at the first transfer; if burst modeis used, it
will be cleared at the last transfer.

9.3.3 Channel Priorities

When the DMAC receives simultaneous transfer requests on two channels, it selects a channel
according to a predetermined priority order. There are two priority modes, fixed and round-robin.
The channel priority is selected by the priority bit, PR, in the DMA operation register (DMAOR).

Fixed Priority Mode: In this mode, the relative channel priority levels are fixed. When PR is set
to O, the priority, high to low, is channel 0 > channel 1. Figure 9.3 shows an example of atransfer
in burst mode.
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DREQO \ /
DREQ1 \ /
Channel 0 Channel 0 Channel 1
B destination destination destination
us
Channel 0 Channel 0 Channel 1
source source source

Figure9.3 Fixed Mode Burst DMA Transfer (Dual Address, Active-Low DREQ Level)

In cycle-steal mode, once a channel 0 request is accepted, channel 1 requests are also accepted
until the next request is made, which makes more effective use of the bus cycle. When requests
come simultaneously for channel 0 and channel 1 when DMA operation is starting, thefirstis
transmitted multiplexed with channel 0 and thereafter channel 1 and channel O transfers are
performed alternately.

DREQO \
DREQ1 \

Channel 0 Channel 1 Channel 0
B source source source
us
yole Xcpu X cpu Xcpu X X X cpu X X XcruX X
Channel 0 Channel 1
destination destination

Figure9.4 Fixed Mode Cycle-Steal DM A Transfer
(Dual Address, Active-Low DREQ Level)

Round-Robin Mode: Switches the priority of channel 0 and channel 1, shifting their ability to
receive transfer requests. Each time one transfer ends on one channel, the priority shiftsto the
other channel. The channel on which the transfer just finished is assigned low priority. After reset,
channel 0 has higher priority than channel 1.

Figure 9.5 shows how the priority changes when channel 0 and channel 1 transfers are requested
simultaneoudly and another channel O transfer is requested after the first two transfers end. The
DMAC operates as follows:

1. Transfer requests are generated simultaneously to channels 1 and O.

2. Channel 1 hasthe higher priority, so the channel 1 transfer begins first (channel 0 waits for
transfer).

3. When the channel 1 transfer ends, channel 1 becomes the lower-priority channel.
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4. The channel 0 transfer begins.
5. When the channel 0 transfer ends, channel 0 becomes the lower-priority channel.
6. A channel O transfer is requested.
7. The channel O transfer begins.
8. When the channel 0 transfer ends, channel 0 is already the lower-priority channel, so the order
remains the same.
Transfer requests| | Waiting channel | |DMAC operation| | Channel priority order
1. Requests occur
in channels A __ 2. Ct:han?el 1t s ¢ 1>0
0 and 1 ransfer starts
0 i Priority
1 3. Channel 1 M» 0>1
transfer ends
4. Channel 0 /
transfer starts
None i Priority
5. Channel 0 changes 1>0
transfer ends
Mting for
6. Requestoccurs —__ 7. Channel 0 transfer request
in channel O T transfer starts
None i Priority
8. Channel 0 does not change 0
1 . >
transfer ends
Figure9.5 Channel Priority in Round-Robin Mode
934 DMA Transfer Types

The DMAC supports all the transfers shown in table 9.7. It can operate in single address mode or

dual address mode, as defined by how many bus cycles the DMAC takes to access the transfer

source and transfer destination. The actual transfer operation timing varies with the DMAC bus

mode used: cycle-steal mode or burst mode.
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Table9.7 Supported DMA Transfers

Destination

External On-Chip

Device with  External Memory-Mapped Peripheral
Source DACK Memory External Device Module
External device with DACK Not available  Single Single Not available
External memory Single Dual Dual Dual
Memory-mapped external device Single Dual Dual Dual
On-chip peripheral module Not available Dual Dual Dual*

Single: Single address mode
Dual:  Dual address mode

Note:  Access size enabled by the register of the on-chip peripheral module that is the source or
destination (excludes DMAC, BSC, and UBC).

Address Modes:

e Single Address Mode

In single address mode, both the transfer source and destination are external; one (selectable) is
accessed by a DACK signal while the other is accessed by address. In this mode, the DMAC
performs the DMA transfer in one bus cycle by simultaneously outputting a transfer request
acknowledge DACK signal to one external device to access it while outputting an address to
the other end of the transfer. Figure 9.6 shows an example of atransfer between external
memory and external device with DACK. The external device outputs data to the data bus
while that dataiswritten in external memory in the same bus cycle.

External address bus External data bus

N
SH7604 ™
External
DMAC ] memory
—
L] 1
A :
External device
with DACK
—~J TN 7y
DACK
DREQ
----»: Data flow

Figure9.6 DataFlow in Single Address Mode
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Two types of transfers are possible in single address mode: 1) transfers between external
devices with DACK and memory-mapped external devices; and 2) transfers between external
deviceswith DACK and external memory. Transfer requests for both of these must be by
means of the external request signal (DREQ). Figure 9.7 shows the DMA transfer timing for
single address mode.

CK

Address output to external
A26-A0 :>< X memory space

cs -/
_ Write strobe signal to external
WE / DI

memory space

D30-D0 : Data output from external

device with DACK

DACK — \_____/ «—_ DACKsignal (active low) to external
device with DACK

BS \_/

a. External device with DACK to external memory space

A26—A0 >< X <« Address output to external
memory space

s . / Read strobe signal to external

memory space

D30-DO0 4<:>_ Data output from external

memory space

BS ./ DACK signal (active low) to external
device with DACK

b. External memory space to external device with DACK

Figure9.7 DMA Transfer Timingin Single Address Mode
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e Dua Address Mode

In dual address mode, both the transfer source and destination are accessed (sel ectable) by
address. The source and destination can be located externally or internally. The DMAC
accesses the source in the read cycle and the destination in the write cycle, so the transfer is
performed in two separate bus cycles. The transfer datais temporarily stored in the DMAC.
Figure 9.8 shows an example of atransfer between two external memoriesin which datais
read from one memory in the read cycle and written to the other memory in the following write
cycle.

External data bus

SH7604 ™,

Jo L External
DMAC <'- Q memory

— External

— memory

TN

----» . Data flow
1: Read cycle
2: Write cycle

Figure9.8 DataFlow in Dual Address Mode

In dual address mode transfers, external memory, memory-mapped external devices and on-
chip peripheral modules can be mixed without restriction. Specificaly, this enables transfers
between the following:

External memory and external memory.

External memory and memory-mapped external devices.

Memory-mapped external devices and memory-mapped external devices.

External memory and on-chip peripheral modules (excluding the DMAC, BSC, and UBC).

Memory-mapped external devices and on-chip peripheral modules (excluding the DMAC,
BSC, and UBC). The access size isthat is enabled by the register of the on-chip peripheral
module that is the source or destination (excludes the DMAC, BSC, and UBC).

6. On-chip peripheral modules (excluding the DMAC, BSC, and UBC) and on-chip
peripheral modules (excluding the DMAC, BSC, and UBC).

o s~ w DN
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Transfer requests can be auto-requests, external requests, or on-chip peripheral module
reguests. When the transfer request source is the SCI, however, either the data destination or
source must be the SCI (see table 9.6). Dual address mode outputs DACK in either the read
cycle or write cycle. CHCR controls the cycle in which DACK is output.

Figure 9.9 shows the DMA transfer timing in dual address mode.

CK

Address output to

A26-A0 :>< X X " external memory space
Cs
Read strobe signal to
N <—
RD \ / external memory space
- Write strobe signal to
WE ./ external memory space
D31-D0 X I/O data of external

memory space

DMAC acknowledge signal
DACK (active-low)

Figure9.9 DMA Transfer Timingin Dual Address Mode
(External Memory Space — External Memory Space, DACK Output in Read Cycle)

Bus Modes: There are two bus modes: cycle-steal and burst. Select the mode with the TB bitsin
CHCRO and CHCR1.

Cycle-Steal Mode

In cycle-steal mode, the busright is given to another bus master after the DMAC transfers one
transfer unit (byte, word, longword, or 16 bytes). When another transfer request occurs, the bus
right isretrieved from the other bus master and another transfer is performed for one transfer
unit. When that transfer ends, the busright is passed to the other bus master. Thisis repeated
until the transfer end conditions are satisfied.

Cycle-steal mode can be used with all categories of transfer destination, transfer source, and
transfer request source. The CPU may take the bus twice when an acknowledge signal is
output during the write cycle or in single address mode. Figure 9.10 shows an example of
DMA transfer timing in cycle-steal mode (dua address mode, DREQ level detection).
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DREQ _\ /

Bus right returned to CPU

f_/H
C?CL;Z ><CPU CPU>< CPU ><DMAC><DMAC>< CPU><DMAC DMAC>< CPU ><
Read Write Read Write

Figure9.10 DMA Transfer Timingin Cycle-Steal M ode
(Dual Address Mode, DREQ L evel Detection)

Burst Mode

In burst mode, once the DMAC gets the bus, the transfer continues until the transfer end
condition is satisfied. When external request mode is used with level detection of the DREQ
pin, however, negating DREQ will pass the bus to the other bus master after completion of the
bus cycle of the DMAC that currently has an acknowledged request, even if the transfer end
conditions have not been satisfied. Burst mode cannot be used when the transfer request
originates from the serial communication interface (SCI).

Figure 9.11 shows an example of DMA transfer timing in burst mode (single address mode,
DREQ level detection).

DREQ  \ /

Bus
cycle CPU><CPU CPU ><DMAC><DMAC DMAC><DMAC DMACXDMACA CPU

Figure9.11 DMA Transfer Timingin Burst Mode (Single Address Mode, DREQ L evel
Detection)

Refreshes cannot be performed during a burst transfer, so ensure that the number of transfers
satisfies the refresh request period when a memory requiring refreshing is used.

Relationship of Request M odes and Bus Modes by DM A Transfer Category: Table 9.8 shows
the relationship between request modes, bus modes, etc., by DMA transfer category.
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Table9.8 Relationship of Request Modes and Bus Modes by DM A Transfer Category

Transfer
Address Request Bus Size
Mode Transfer Category Mode Mode (Bytes)
Single External device with DACK and external memory  External B/C 1/2/4
External device with DACK and memory-mapped  External B/C 1/2/4
external device
Dual External memory and external memory Al B/C 1/2/4/16
External memory and memory-mapped external ~ All"l B/C 1/2/4/16
device
Memory-mapped external device and memory- All'l B/C 1/2/4/16
mapped external device
External memory and on-chip peripheral module  All*2 B/C™3  1/2/4/16™
Memory-mapped external device and on-chip All*2 B/C™  1/2/4/116™
peripheral module
On-chip peripheral module and on-chip peripheral ~ All*2 B/C™  1/2/4/16™

module

B: Burst, C: Cycle-steal

Notes: 1. External requests and auto-requests are both available. The SCI cannot be specified as
the transfer request source, however, except for on-chip peripheral module requests.
2. External requests, auto-requests and on-chip peripheral module requests are all
available. When the SCI is the transfer request source, however, the transfer

destination or transfer source must be the SCI.

3. If the transfer request source is the SCI, cycle-steal (C) only (DREQ by edge detection,

active low).

4. The access size is that permitted by the register of the on-chip peripheral module that is

the transfer destination or source.

Bus Mode and Channel Priority: When agiven channel (1) istransferring in burst mode and
thereis atransfer request to a channel (0) with ahigher priority, the transfer of the channel with
higher priority (0) will begin immediately. When channel 0 is also operating in the burst mode, the
channel 1 transfer will continue as soon as the channel 0 transfer has completely finished. When
channel 0 isin cycle-steal mode, channel 1 will begin operating again after channel 0 completes
the transfer of one transfer unit, but the bus will then switch between the two in the order channel
1, channel 0, channel 1, channel 0. Since channel 1isin burst mode, it will not give the bus to the

CPU. Thisexampleisillustrated in Figure 9.12.
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Bus CPU DMAC \V DMAC | DMAC \J DMAC \ DMAC \\ DMAC \| DMAC CPU
state chl chl chO chl ch0 chl chl

chO0 |, chl |, chO |

L} |

A
A
A

DMAC ch1l DMAC chl and chO DMAC ch1l
CPU Burst mode Cycle-steal | Burst mode | _cpPu

<
&

4
y
A
A
A
A

P

Note: Priority is chO > chl, chl is in burst mode, chOQ is in cycle-steal mode

Figure9.12 Bus Statuswhen Multiple Channelsare Operating

9.35 Number of Bus Cycles

The number of statesin the bus cycle when the DMAC is the bus master is controlled by the bus
control register (BCR1) and wait state control register (WCR) of the bus state controller just asit
iswhen the CPU is the bus master.

9.3.6 DMA Transfer Request Acknowledge Signal Output Timing

DMA transfer request acknowledge signal DACKn is output synchronous to the DMAC address
output specified by the channel control register AM bit of the address bus. The timing is normally
to have the acknowledge signal become valid when the DMA address output begins and become
invalid 0.5 cycles before the address output ends. (See figure 9.11.) The output timing of the
acknowledge signal varies with the settings of the connected memory space. The output timing of
acknowledge signals in the memory spaces is shown in figure 9.13.

AVl AVA T AN

DACK

0.5 cycles

Addressbus X CPU DMAC X

Figure9.13 Example of DACK Output Timing
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Acknowledge Signal Output when External Memory Is Set as Ordinary Memory Space: The
timing at which the acknowledge signal is output is the same in the DMA read and write cycles
specified by the AM bit (figures 9.14 and 9.15). When DMA address output begins, the
acknowledge signal becomes valid; 0.5 cycles before address output ends, it becomesinvalid. If a
wait isinserted in this period and address output is extended, the acknowledge signal isaso
extended.

Ty Tw To

VAV aVaVaVaVaVaVaVaVlaVabaval
DACK T\

0.5 cycles
DMAC |nvalid DMAC
Address read write write
o Y X X  cpu DMAC read
Basic timing 1 wait inserted

Figure9.14 DACK Output in Ordinary Space Accesses (AM = 0)

DMAC |nvalid DMAC Invalid
Add read write  write write
ress -
e K X cPu X DMACread X DMAC write
Basic timing 1 wait inserted

Figure9.15 DACK Output in Ordinary Space Accesses (AM = 1)

In alongword access of a 16-bit externa device (figure 9.16) or an 8-bit external device (figure
9.17), or aword access of an 8-bit external device (figure 9.18), the lower and upper addresses are
output 2 and 4 times in each DMAC access in order to align the data. For all of these addresses,
the acknowledge signal becomes valid simultaneous with the start of output and becomesinvalid
0.5 cycles before the address output ends. When multiple addresses are output in a single access to
align data for synchronous DRAM, DRAM, pseudo-SRAM, or burst ROM, an acknowledge
signal is output to those addresses as well.
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DACK \_/ \

*1 *2 write

Address  \™CPUH X DMAC read H)Y DMAC read L X DMAC write
bus

Basic timing

Notes: 1. L: LSB side
2. H:MSB side

Figure9.16 DACK Output in Ordinary Space Accesses
(AM =0, Longword Accessto 16-Bit External Device)

AV AVAWAWAYAWAWAWAW WA
DACK \_/ \_ N\ \_

DMAC DMAC DMAC DMAC
Address read HH read HL read LH read LL
bus >< CPU H
Basic timing

Figure9.17 DACK Output in Ordinary Space Accesses
(AM =0, Longword Accessto 8-Bit External Device)

DACK \ \

Invalid
write

CPUH DMAC read H X DMAC read LX DMAC write

Address
bus ><

Basic timing

Figure9.18 DACK Output in Ordinary Space Accesses
(AM =0, Word Accessto 8-Bit External Device)
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Acknowledge Signal Output when External Memory Is Set as Synchronous DRAM: When
external memory is set as synchronous DRAM auto-precharge and AM = 0, the acknowledge
signal is output across the row address, read command, wait and read address of the DMAC read
(figure 9.19). Since the synchronous DRAM read has only burst mode, during asingle read an
invalid address is output; the acknowledge signal, however, is output on the same timing (figure
9.20). At thistime, the acknowledge signal is extended until the write addressis output after the
invalid read. When AM = 1, the acknowledge signal is output across the row address and column
address of the DMAC write (figure 9.21).

Clock f\_/—\_//_\_/—\_/—\_/m

N\
N\

DACK \ /—\_/—\_/
Read
command
Row
address
Address
bus >< CPU >< >< Read 1 A Read 2><Read 3 A Read 4><
DMAC read (basic timing)
Figure9.19 DACK Output in Synchronous DRAM Burst Read
(Auto-Precharge, AM =0)
DACK
. read \ A
command
Row Row Column
Address address l address address
bus A CPU X XRead Invalidread X X X
) DMAC read " DMACwrite

(basic timing)

(basic timing)

Figure9.20 DACK Output in Synchronous DRAM Single Read

(Auto-Precharge, AM =0)
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DACK —\\

Row Column
address address
Address

bus >< ><
>
DMAC write (basic timing)

Figure9.21 DACK Output in Synchronous DRAM Write
(Auto-Precharge, AM =1)

When external memory is set as bank active synchronous DRAM, during a burst read the
acknowledge signal is output across the read command, wait and read address when the row
address is the same as the previous address output (figure 9.22). When the row address is different
from the previous address, the acknowledge signal is output across the precharge, row address,
read command, wait and read address (figure 9.23).

F N\ O\

command

CPU >< Read 1 X Read 2 X Read 3 X Read 4><

Address
bus ><

A

DMAC read (basic timing)

Figure9.22 DACK Output in Synchronous DRAM Burst Read
(Bank Active, Same Row Address, AM =0)
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DACK

Pre-

Row Read
charge address command

N\
/L

5D

Addrsjz >< CPU ><

>< ><Read 1

Read 2\ Read 3 \Read 4><

<
<

DMAC read
(basic timing)

Figure9.23 DACK Output in Synchronous DRAM Burst Read
(Bank Active, Different Row Address, AM =0)

When external memory is set as bank active synchronous DRAM, during asingle read the
acknowledge signal is output across the read command, wait and read address when the row
address is the same as the previous address output (figure 9.24). When the row address is different
from the previous address, the acknowledge signal is output across the precharge, row address,
read command, wait and read address (figure 9.25). Since the synchronous DRAM read has only
burst mode, during a single read an invalid address is output; the acknowledge signal is output on
the same timing. At this time, the acknowledge signal is extended until the write address is output

after theinvalid read.

DACK \ \_
Read Row Column
Add command address address
ress
bus CPU X Read Invalid read X X ><

A

»

DMAC read (basic timing)

>
><

DMAC write (basic timing)

Figure9.24 DACK Output in Synchronous DRAM Single Read
(Bank Active, Same Row Address, AM = 0)
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DACK Row \_ \—

address
Pre- Read Row Column
Add charge ¥ command Read address address
rgjz >< CPU X X X Invalid read X ><
) DMAC read " DMAC write
(basic timing) (basic timing)

Figure9.25 DACK Output in Synchronous DRAM Single Read
(Bank Active, Different Row Address, AM =0)

When external memory is set as bank active synchronous DRAM, during awrite the acknowledge
signal is output across the wait and column address when the row address is the same as the
previous address output (figure 9.26). When the row address is different from the previous

address, the acknowledge signal is output across the precharge, row address, wait and column
address (figure 9.27).

Clock _\_/_\_/_\
DACK /_\

Column
Address address
bus ><
-«
DMAC write

(basic timing)

Figure9.26 DACK Output in Synchronous DRAM Write
(Bank Active, Same Row Address, AM =1)
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Clock _\_/—\Jm
DACK \\

Row  Column
Precharge address address

Address
bus >< >< ><

»
|

A

DMAC write
(basic timing)

Figure9.27 DACK Output in Synchronous DRAM Write
(Bank Active, Different Row Address, AM =1)

Acknowledge Signal Output when External Memory Is Set as DRAM: When external memory
isset asDRAM and arow addressis output during aread or write, the acknowledge signa is
output across the row address and column address (figures 9.28-9.30).

DACK \;

Row
Precharge |address

Address >< ><
bus ><COIumn address

< »
<«

DMAC read or write
(basic timing)

Figure9.28 DACK Output in Normal DRAM Accesses (AM = 1 or 0)
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DACK —\_

Column
address
Address
bus
+“—>

DMAC read or write
(basic timing)

Figure9.29 DACK Output in DRAM Burst Accesses
(Same Row Address, AM =1or Q)

DACK / \;

Pre- Row
charge |address

><Co|umn address ><

Address
bus ><

DMAC read or write
(basic timing)

Figure9.30 DACK Output in DRAM Burst Accesses
(Different Row Address, AM =1or 0)

Acknowledge Signal Output when External Memory Is Set as Pseudo-SRAM : When external
memory is set as pseudo-SRAM , the acknowledge signal is output synchronous to the DMAC
address for both reads and writes (figures 9.31-9.33).
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DACK \;

Pre-
charge

Address
DMAC address
bus >< ><

»

A

DMAC read or write
(basic timing)

Figure9.31 DACK Output in Normal Pseudo-SRAM Accesses (AM =1 or 0)

DACK i
Address DMAC address
bus

-
DMAC read or write
(basic timing)

Figure9.32 DACK Output in Pseudo-SRAM Burst Accesses
(Same Row Address, AM =1or 0)

DACK
Pre-
Add charge
ress
bus X DMAC address ><

< »

DMAC read or write
(basic timing)

Figure9.33 DACK Output in Pseudo-SRAM Burst Accesses
(Different Row Address, AM =1or 0)
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Acknowledge Signal Output When External Memory Is Set as Burst ROM: When external
memory is set as burst ROM, the acknowledge signal is output synchronous to the DMAC address
(no dual writes allowed) (figure 9.34).

DACK N\ \_

Address
DMAC cycle DMAC cycle
bus y y ><

< > >

DMAC (1 wait state)

Figure9.34 DACK Output in Nibble Accesses of Burst ROM

937 DREQ Pin Input Detection Timing

In external request mode, DREQ pin signals are usually detected at the rising edge of the clock
pulse (CKI0). When arequest is detected, a DMAC bus cycle is produced three cycles later at the
earliest and aDMA transfer performed. After the request is detected, the timing of the next input
detection varies with the bus mode, address mode, method of DREQ input detection, and the
memory connected.

DREQ Pin Input Detection Timing in Cycle-Steal M ode:

In cycle-steal mode, once arequest is detected from the DREQ pin, request detection for the next
DMA transfer cannot be performed for a certain period of time. After request detection has again
become possible, detectable cycles continue until arequest is detected.

Figure 9.35 illustrates the timing from the detection of arequest till the next time requests are
detectable.

* Cycle-Steal Mode Edge Detection

Requests can be detected 2 cycles after DACK output. After that point, the request isinput to
DREQ. (If input prior to that point, a request may or may not be detected, depending on the
internal state.)

268
HITACHI




Transfer width: Byte, word, longword

Transfer bus mode: Cycle-steal mode

Transfer address modes: Dual and single modes

DREQ detection method: Edge detection

DACK output timing: Read, write (dual), DMAC cycle (single)
Bus cycle: Basic bus cycle

*1

2nd acceptance
2 cycles

DACK \
Cfculz X cpu cru X w DMAC X

Notes: 1. Request detection

2. When DACK is output in a write (dual), the cycle is a DMAC read. Otherwise, the cycle
is a CPU cycle.

Figure9.35 DREQ Pin Input Detection Timingin Cycle-Steal Mode with Edge
Detection (1)

Figures 9.36 and 9.37 show examples of how to change the bus width of an external device.
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*1

/1

DACK

2nd acceptance
2 cycles

N

Bus
cycle >< CPU

cru X = DMACH X DMACL X

Notes: 1. Request detection

2. When DACK is output in a write (dual), the cycle is a DMAC read. Otherwise, the cycle

is a CPU cycle.

Figure9.36 Changing the Bus Size of a 16-Bit External Device

*1

2nd acceptance
>
2 cycles ‘

/Y /N

*2 DMAC HHX DMAC HL X DMAC LHX DMAC LL X

Notes: 1. Request detection

2. When DACK is output in a write (dual), the cycle is a DMAC read. Otherwise, the cycle

is a CPU cycle.

Figure9.37 Changing the Bus Size of an 8-Bit External Device

270

HITACHI




Transfer width: 16-byte

Transfer bus mode: Cycle-steal mode

Transfer address mode: Dual mode

DREQ detection method: Edge detection

DACK output timing: DMAC read and write cycles
Bus cycle: Basic bus cycle

1st acceptance 2nd acceptance
-«

H 2 cycles
DACK a
— (VIR VER
} } DMAC 2 DMAC 4
I
Il
I

c;?clfz DT EDEDEDED

DMAC 1 DMAC 3

Notes 1. Request detection

2. When a write (dual) occurs at DACK output, the cycle is a DMAC read.
Otherwise, the cycle is a CPU cycle.

3. When DACK is output in a write (dual), the cycle is a DMAC write; when in a read
(dual), the cycle is a DMAC read.

Figure9.38 DREQ Pin Input Detection Timing in Cycle-Steal Mode with Edge
Detection (2)

Requests can be detected 2 cycles after DACK output. After that point, the request is input to
DREQ. (If input prior to that point, arequest may or may not be detected, depending on the
internal state.) DACK isoutput synchronous to all 4 transfers (figure 9.38).
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Transfer width: Byte, word, longword

Transfer bus mode: Cycle-steal mode

Transfer address modes: Dual and single modes
DREQ detection method: Level detection

DACK output timing: Read (dual), DMAC cycle (single)
Bus cycle: Basic bus cycle

L VAVAYAVAWVAVAVAVAWVAVAWAWAN

*1 *2

Area where 2nd

b
\4

DREQ

|
|
|
|
1st acceptance 3 cycles acceptance is possible

i i ~ 2cycles
DACK M
i
Bus ¥

eycle X__CPU 1| cPU DMAC readX

[l

Notes: 1. Request detection
2. Request detection not established.

Figure9.39 Timing of DREQ Pin Input Detection in Cycle-Steal Mode
with Level Detection (1)

Cycle-Steal Mode Level Detection

Requests can be detected for the first time 3 cycles after the bus cycle prior to the DMAC read
cycle and detection starts sometime between then and 2 cycles after DACK output (figure 9.40,
41). Thisvaries with variations in waits and the like. This means that if request output is
stopped within 3 cycles from the bus cycle prior to the DMAC read cycle, the next DMA
transfer is not performed; if request output is stopped within 2 cycles of DACK output, the
next DMA transfer may sometimes be performed. See Examples of Handling of Request
Signal Acceptance later in this section (9.3.7).
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Il

S WAVAAVAVAVAVAVAVY AVAVAVAN

o ! "
DREQ J i i 3 cycles > Area Whgre 2nd_
1st acceptance acceptance is possible

X 2 cycles >

DACK f f \_/ \
|

Buscycle X CPU i i CPUH X CPUL DMACH X DMACL X

Notes: 1. Request detection
2. Request detection not established.

Figure9.40 Changingthe Bus Size of a 16-Bit External Device

I
|

S AAVAV A AVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAN

I
4 2
DREQ J Nl Area where 2nd
1st acceptance | 3 cycles acceptance is possible

I < >
' 2 cycles

DACK N
I

Bus i CPU HL CPU LL DMAC HL DMAC LL

I CPU HH CPU LH DMAC HH DMAC LH
I

Notes: 1. Request detection
2. Request detection not established.

Figure9.41 Changing the Bus Size of an 8-Bit External Device
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Transfer width: Byte, word, longword
Transfer bus mode: Cycle-steal mode
Transfer address mode: Dual mode
DREQ detection method: Level detection
DACK output timing: DMAC write cycle
Bus cycle: Basic bus cycle

Il

Il

* Il *

DREQ / I |

1st acceptange 2nd acceptance
i 2 cycles
|
|
|
|
|
1
|

£

DACK

Bus >< CPU

oycle K cpru X cpu X DmACread X pMacwite X cpu_ X

Invalid
write

Note: Request detection

Figure9.42 Timing of DREQ Pin Input Detection in Cycle Steal Mode
with Level Detection (2)

The next request can be detected 2 cycles after DACK output (figure 9.42).
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Transfer width: 16-byte

Transfer bus mode: Cycle-steal mode
Transfer address mode: Dual mode
DREQ detection method: Level detection
DACK output timing: DMAC write cycle
Bus cycle: Basic bus cycle

I
S AVIVAVAVAVAY
I
I
*1 11 *D
L
DREQ I 3 cycles ‘
I |
1st acceptance 2nd acceptance
I
} } 2 cycles
I
bAcK___| VAR VARV
il
! DMAC DMAC DMAC DMAC
B 1 CPU read 2 read 4 write 1 write 3
us )( 1
cycle | 1 X X X EX X X X X
CcPU DMAC DMAC Invalid DMAC DMAC
read 1 read 3 write write 2 write 4

Notes: 1. Request detection
2. Request detection not established.

Figure9.43 Timing of DREQ Pin Input Detection in Cycle Steal M ode
with Level Detection (3)

Requests can be detected for the first time 3 cycles after the bus cycle prior to the DMAC read

cycle and starts sometime between then and 2 cycles after DACK output (figure 9.43). Thisvaries
with variations in waits and the like. This means that if request output is stopped within 3 cycles

from the bus cycle prior to the DMAC read cycle, the next DMA transfer is not performed; if

request output is stopped within 2 cycles of DACK output, the next DMA transfer may sometimes

be performed.
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Transfer width: 16-byte

Transfer bus mode: Cycle-steal mode
Transfer address mode: Dual mode
DREQ detection method: Level detection
DACK output timing: DMAC write cycle
Bus cycle: Basic bus cycle

WY

*|

DREQ
2nd acceptance 3rd acceptance

4th acceptance
s

DACK

\
\
\
\
\
\
\
\
\
[
\
\
\
1st 16-byte transfer 1

I
I
|
|
|
I
I
I
|
|
write write 2 write 4| CPU read 4
f
|

- > -
| il
DMAC} Invalid DMAC| DMAC DMAC DMAC
CPU read 1 write 1 CPU
Bus )4 X X —
cycle ‘ || ‘ ‘ W
CPU DMAC DMAC DMAC CPU DMAC Invalid DMAC DMAC
read 4 write 1 write 3 read 1 write write 2 write 4

Note: Request detection

Figure9.44 Timing of DREQ Pin Input Detection in Cycle Steal Mode
with Level Detection (4)

For 16-byte transfers, DACK signals are output at all consecutive writes (figure 9.44). The
acknowledge signalsare A1, A2, A3, A4, B1, B2,B3, B4, ....

The second transfer request can be detected 2 cycles after output of acknowledge signal A1. The
third transfer request is detected at A3, that is, 2 cycles after output of the third acknowledge
signal of thefirst transfer. The fourth transfer request is detected 2 cycles after output of B3.
Requests thereafter are detected 2 cycles after the third acknowledge signal of each transfer, as
with the fourth transfer.

Note: When transferring alternately on channels 0 and 1 by round robin or the like, the next
request signal is detected only 2 cycles after the first acknowledge signal of each transfer
(figure 9.45).
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Figure9.45 Example of Simultaneous Operation of 2 Channels
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DREQ Pin Input Detection Timing in Burst Mode: In burst mode, the request detection timing
differswhen DREQ input is detected by edge and when detected by level.

When DREQ input is detected by edge, once arequest is detected, DMA transfers continue until
the conditions for ending the transfers are met, regardless of the state of the DREQ pin thereafter.
During this period, requests cannot be detected. When the transfer start conditions are met after a
transfer ends, requests can be detected again for each cycle.

When DREQ input is detected by level, whenever arequest is detected for the same channel asin
the next request detection cycle, that channel is executed continuously. When no request is input,
however, the bus cycles of other channels and other bus masters are executed.

Burst Mode, Single Maode, Level Detection

Acknowledge signals for request signals are output 3 cycleslater at the earliest. Even when the
reguest signal is dropped within 2 cycles of the output of this acknowledge signal, the fourth or
fifth requestsin figure 9.46 are accepted. This means that 4 or 5 DMA transfers are executed
even when the request for the 1st acknowledge signal drops out.

Transfer width: Byte, word, longword
Transfer bus mode: Burst mode
Transfer address mode: Single mode
DREQ detection method: Level detection
DACK output timing: DMAC cycle

Bus cycle: Basic bus cycle

A AVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAV,

* * * * * *
oreQ /1] T Tl | | |
1st 2nd 3rd 4th 5th 6th
accept- accept- accept- accept- accept- accept-
ance ance ance ance ance ance

————

XDMAC read 1X DMAC read ZXDMAC read SXDMAC read 4X DMAC read SX DMAC read GX

Bus
cycle

DACK ] \/ \/ \/ \/ \/ \

Note: Request detection (The points when the acceptances occur vary with the type of wait.)

Figure9.46 Timing of DREQ Pin Input Detection in Burst Mode with Level Detection (1)
(Data Transfer from Normal Spaceto Device)
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Acknowledge signals for request signals are output 4 cycles later, at the soonest. Even when the
request signal is dropped within 0.5 cycle of the output of this acknowledge signal, the third
request in figure 9.46 is accepted. This means that the 3rd DMA transfer is executed even when
the request for the 1st acknowledge signal drops out. The detection timing for the 4th and
subsequent requestsis as shown in figure 9.46.

Transfer width: Byte, word, longword
Transfer bus mode: Burst mode
Transfer address mode: Single mode
DREQ detection method: Level detection
DACK output timing: DMAC cycle

Bus cycle: Basic bus cycle

* * * * * *

oree | Bl W M | | |
1st 2nd 3rd 4th 5th 6th
accept- accept- accept- accept- accept- accept-

ance ance ance ance ance ance

kﬂ e e~ S
c;E/;culg :X“‘}V"rﬁ'édXDMAc meWXDMAC write SXDMAC write GX
DACK _/ WAV VAV WA

Note: Request detection (The points when the acceptances occur vary with the type of wait.)

Figure9.47 Timing of DREQ Pin Input Detection in Burst M ode with Level Detection (2)
(Data Transfer from Device to Normal Space)

Acknowledge signals for request signals are output 4 cycles later at the earliest. Even when the
request signal is dropped within 0.5 cycle of the output of this acknowledge signal, the third
request in figure 9.47 is accepted. This means that the 3rd DMA transfer is executed even when
the request for the first acknowledge signal drops out. The detection timing for the 4th and
subsequent requestsis ashown in figure 9.47.

Note on Evaluation Chip: The request signal detection timing in the evaluation chip differs from
that in the user chip. The evaluation chip detection timing corresponding to figures 9.46 and 9.47
isshown in figures 9.48 and 9.49.
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Transfer width: Byte, word, longword
Transfer bus mode: Burst mode
Transfer address mode: Single mode
DREQ detection method: Level detection
DACK output timing: DMAC cycle

Bus cycle: Basic bus cycle

* * * * * *
preQ / NN | | |
1st 2nd 3rd 4th 5th 6th
accept- accept- accept- accept- accept- accept-
ance ance ance ance ance ance
CECLE XDMAC read IXDMAC read ZXDMAC read SXDMAC read 4XDMAC read SX DMAC read GX

DACK VARV VAR VAV VW

Note: Request detection (The points when the acceptances occur vary with the type of wait.)

Figure9.48 Timing of DREQ Pin Input Detection in Burst Mode with Level Detection (3)
(Data Transfer from Normal Spaceto Device, Using Evaluation Chip)

Transfer width: Byte, word, longword
Transfer bus mode: Burst mode
Transfer address mode: Single mode
DREQ detection method: Level detection
DACK output timing: DMAC cycle

Bus cycle: Basic bus cycle

* * * * * *
oree /W W N ] ] ]
1st 2nd  3rd 4th 5th 6th
accept- accept- accept- accept- accept- accept-
ance ance ance ance ance ance
Bus DMAC d DMAC \invaid{ DMAC DMAC DMAC
cycle write 1 write 2 write 3 write 4 write 5

DACK _/ \/ \J \/ Y -

Note: Request detection (The points when the acceptances occur vary with the type of wait.)

Figure9.49 Timing of DREQ Pin Input Detection in Burst Mode with Level Detection (4)
(Data Transfer from Device to Normal Memory, Using Evaluation Chip)
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Burst Mode, Dual Mode, Level Detection

Transfer width: Byte, word, longword
Transfer bus mode: Burst mode
Transfer address mode: Single mode
DREQ detection method: Level detection
DACK output timing: DMAC read

Bus cycle: Basic bus cycle

DREQ J . .

1st 2nd
acceptance acceptance

DACK \
ool X ceru ii X bmAcread X X pmacread X

DMAC
invalid write

3rd
acceptance

Note: Request detection (The points when the 1st and 2nd acceptances occur vary with the
type of wait.)

Figure9.50 Timing of DREQ Pin Input Detection in Burst Mode with L evel Detection (5)

Acknowledge signals for request signals are output 4 cycleslater, at the soonest. Even when
the request signal is dropped within 0.5 cycle of the output of the acknowledge signal, the 2nd
request in figure 9.50 is accepted. This means that two DMA transfers are executed even when
the request for the 1st acknowledge signal drops out.
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Transfer width: Byte, word, longword
Transfer bus mode: Burst mode
Transfer address mode: Dual mode
DREQ detection method: Level detection
DACK output timing: DMAC write

Bus cycle: Basic bus cycle

|
I
ek /N /NSNS AN NS NSNS S\

|
11
11
* * |1 *
DREQ | | T |
11
1st 2nd I I 3rd
acceptance acceptance [l acceptance
|1
[
DACK -
B — N
I A
1
Bus .
oycle X cru |1 X DmAcread X X omacwite X
v DMAC
invalid write

Note: Request detection (The points when the 1st and 2nd acceptances occur vary with the
type of wait.)

Figure9.51 Timing of DREQ Pin Input Detection in Burst Mode with Level Detection (6)

Acknowledge signals for request signals are output 6 cycleslater, at the soonest. Even when
the request signal is dropped within 0.5 cycle of the output of the acknowledge signal, the 2nd
request in figure 9.51 is accepted. This means that two DMA transfers are executed even when
the request for the 1st acknowledge signal drops out.

Examples of Handling of Request Signal Acceptance: When DREQ level acceptanceisusedin
the cycle-steal mode, the following methods can be used when the request signal is received:

1. Control the number of transfersby TCR
2. Use edge for request acceptance
3. Perform acknowledge signal output at the DMAC write timing

Additional Cautions when Emulators Are Used: When DREQ level acceptanceis by an
emulator in cycle-steal mode, the timing of request signal acceptance is 2 cycles after the output of
the acknowledge signal, so it differs from ordinary specifications. This means that when DMAC
operation is emulated, the timing is somewhat different, which may have other ramifications.
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9.3.8 DMA Transfer End

The DMA transfer ending conditions vary when channels end individually and when both
channels end together.

Conditionsfor Channels Ending I ndividually: When either of the following conditions are met,
the transfer will end in the relevant channel only:

» Thevalue of the channel’s DMA transfer count register (TCR) becomes 0.
When the TCR value becomes 0, the DMA transfer for that channel ends and the transfer-end
flag bit (TE) issetin CHCR. If the |E (interrupt enable) bit has already been set, aDMAC
interrupt (DEI) request is sent to the CPU. In 16-byte transfer, when the TCR is 3,2,1 during
the final transfer, the source address will be output four times, but the destination address will
only be output the number of timesfound in TCR before transfer ends.

e The DE hit of the DMA channel control register (CHCR) is cleared to 0.

When the DMA enable bit (DE) in CHCR is cleared, DMA transfersin the affected channel
are halted. The TE hit is not set when this happens.

Source Source Source Source Destination Destination
address address address address address address
firsttime secondtime thirdtime fourthtime firsttime second time

D S D G G B €D

A
TCR=0
(transfer ends normally)

Figure9.52 16-Byte Transfer when TCR =2

Conditionsfor Both Channels Ending Simultaneously: Transfers on both channels end when
either of the following conditions is met:

*  TheNMIF (NMI flag) bit or AE (address error flag) bit issetto 1in DMAOR.

When an NMI interrupt or DMAC address error occurs and the NMIF or AE bitissetto 1in
DMAOR, al channels stop their transfers. The DMA source address register (SAR),
designation address register (DAR), and transfer count register (TCR) are all updated by the
transfer immediately preceding the halt. When this transfer isthe final transfer, TE = 1 and the
transfer ends. To resume transfer after NMI interrupt exception handling or address error
exception handling, clear the appropriate flag bit. When the DE hit isthen set to 1, the transfer
on that channel will restart. To avoid this, keep its DE bit at 0. In dual address mode, DMA
transfer will be halted after the completion of the following write cycle even when the address
error occursin theinitial read cycle. SAR, DAR and TCR are updated by the final transfer.
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e The DMA master enable (DME) bitin DMAOR is cleared to 0.

Clearing the DME bit in DMAOR forcibly aborts the transfers on both channels at the end of
the current bus cycle. When the transfer is the final transfer, TE = 1 and the transfer ends.

94 Examples of Use

94.1 DMA Transfer Between On-Chip SCI and External Memory

In the following example, data received on the on-chip serial communication interface (SCI) is
transferred to external memory using DMAC channel 1. Table 9.9 shows the transfer conditions
and register settings.

Table9.9 Register Settingsfor Transfersbetween On-Chip SCI and External Memory

Transfer Conditions Register Setting

Transfer source: RDR of on-chip SCI SAR1 H'FFFFFEO5
Transfer destination: external memory (word space) DAR1 Destination address
Number of transfers: 64 TCR1 H'0040

Transfer destination address: incremented CHCR1 H'4045

Transfer source address: fixed

Bus mode: cycle-steal

Transfer unit: byte

DEI interrupt request generated at end of transfer (DE = 1)

Channel priority: Fixed (0 > 1) (DME = 1) DMAOR H'0001

Transfer request source (transfer request signal): SCI (RXlI) DRCR1 H'01

Note: Check the CPU interrupt level when interrupts are enabled in the SCI.
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9.5 Usage Notes

© N o g A

DMA request/response selection control registers 0 and 1 (DRCRO and DRCR1) should be
accessed in bytes. All other registers should be accessed in longword units.

Before rewriting CHCRO, CHCR1, DRCRO, and DRCRY, first clear the DE hit for the
specified channel to 0 or clear the DME bitin DMAOR to 0.

When the DMAC is not operating, the NMIF bit in DMAOR is set even when an NMI
interrupt isinput.

When the cache is used as on-chip RAM, the DMAC cannot access this RAM.

Set to standby mode after the DME bit in DMAOR is set to 0.

Do not access the DMAC, BSC, and UBC on-chip peripheral modules.

Do not access the cache (address array, data array, associétive purge area).

To detect the DREQ pin signal in single address mode, use edge detection.

HITACHI

285



286
HITACHI



Section 10 Division Unit

10.1 Overview

The division unit (DIVU) divides 64 bits by 32 bits and 32 bits by 32 bits. The results are
expressed as a 32-bit quotient and a 32-bit remainder. When the operation produces an overflow,
an interrupt can be generated as specified.

10.1.1 Features
The division unit has the following features:

» Performs signed division of 64 bits by 32 bits and 32 bits by 32 bits
» Handles 32-bit quotient, 32-bit remainder

» Completes operation execution in 39 cycles

» Controls enabling/disabling of over/underflow interrupts

« Even during the division process, instructions not accessing the division unit can be parallel-
processed
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10.1.2 Block Diagram

Figure 10.1 shows a block diagram of the division unit.

DVSR:
DVDNT:
DVDNTH:
DVDNTL:
DVCR:
VCRDIV:

DVSR
Division DVDNT
oper-
ation
circuit DVDNTH

DVDNTL

Division DVCR
control

circuit VCRDIV

—— Internal interrupt signal

Divisor register

Dividend register L for 32-bit division
Dividend register H

Dividend register L

Division control register

Vector number setting register DIV

Bus
interface

Pk

Module data bus

Internal data bus )

Figure10.1 Division Unit Block Diagram

10.1.3 Register Configuration

Table 10.1 shows the register configuration of the division unit.
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Table10.1 Division Unit Register Configuration

Register Abbr. R/W Initial Value Address Access Size™l
Divisor register DVSR R/W Undefined H'FFFFFFO0 32

Dividend register L for 32-bit DVDNT R/W Undefined H'FFFFFF04 32

division

Division control register DVCR R/W H'00000000 H'FFFFFF08 16, 32

Vector number setting register VCRDIV R/W  Undefined? HFFFFFFOC 16, 32

DIV

Dividend register H DVDNTH R/W Undefined H'FFFFFF10 32

Dividend register L DVDNTL R/W Undefined H'FFFFFF14 32

Notes:

10.2

10.2.1

1. Accesses to the division unit are read and written in 32-bit units. DVCR and VCRDIV
permit 16 and 32-bit accesses. When registers other than CONT and VCRDIV are
accessed with word accesses, undefined values are read or written.

2. The initial value of VCRDIV is H'0000**** (asterisks represent undefined values).

Description of Registers

Divisor Register (DVSR)

Bit: 31 30 29
Bit name: ’ ‘ ‘
Initial value: — — —
R/W: R/W R/W R/W

The divisor register (DV SR) is a 32-bit read/write register in which the divisor for the operation is

written. It is not initialized by a power-on reset or manual reset, in standby mode, or during

module standbys.

10.2.2

Dividend Register L for 32-Bit Division (DVDNT)

Bit: 31 30 29
Bit name: ’ ‘ ‘
Initial value: — — —
R/W: R/W R/W R/W

HITACHI
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The dividend register L for 32-bit division (DVDNT) is a 32-bit read/write register in which the
32-bit dividend used for 32-bit + 32-hit division operations is written. When 32-bit + 32-hit
division isrun, the value set as the dividend is lost and the quotient written at the end of division.
When this register is written to, the same value is written in the DVDNTL register. The MSB
written is sign-extended in the DVDNTH register. Writing to this register starts the 32-bit + 32-bit
division operation. It is not initialized by a power-on reset or manual reset, in standby mode, or
during module standbys.

10.2.3 Division Control Register (DVCR)

Bitt 31 30 29 3 2 1 0
Bitname: — | — | — | .. | — | — |OVFE| OVF |
Initial value: 0 0 0 0 0 0 0
RW: R R R R R RW  RW

The division control register (DVCR) is a 32-bit read/write register, but is also 16-bit accessible. It
controls enabling/disabling of the overflow interrupt. This register isinitialized to H'00000000 by
apower-on reset or manual reset. It isnot initialized in standby mode or during module standbys.

e Bits31to 2: Reserved. These hits always read 0. The write value should always be 0.

* Bit 1: OVF Interrupt Enable (OVFIE): Selects enabling or disabling of the OVF interrupt
regquest (OVFI) upon overflow.

Bit 1: OVFIE Description
0 Interrupt request (OVFI) caused by OVF disabled (Initial value)
1 Interrupt request (OVFI) caused by OVF enabled

Note: Always set the OVFIE bit before starting the operation whenever executing interrupt
handling for overflows.

» Bit 0: Overflow Flag (OVF). Flag indicating an overflow has occurred.

Bit 0: OVF Description

0 No overflow has occurred (Initial value)
1 Overflow has occurred
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10.24  Vector Number Setting Register DIV (VCRDIV)

Bit: 31 30 29 19 18 17 16
Bit name:’ — — ‘ — — ’ — - ‘ _
Initial value: 0 0 0 0 0 0 0

R/W:

Bit: 15 14 13 3 2 1 0
seme: | ] . [ [ [ [ ]
Initial value: — — — — — — —

R/W: R/W R/W R/W e R/W R/W R/W R/W

Vector number setting register DIV (VCRDIV) is a 32-bit read/write register, but is also 16-bit
accessible. The destination vector number is set in VCRDIV when an interrupt occursin the
division unit due to an overflow or underflow. Vaues can be set in the 16 bits from bit 15 to bit 0,
but only the last 7 bits (bits 6-0) are valid. Always set O for the 9 bits from bit 15 to bit 7.
VCRDIV isnot initialized by a power-on reset or manual reset, in standby mode, or during
module standbys.

* Bits31to 7: Reserved. These bits always read 0. The write value should always be O.

» Bits61to 0: Interrupt Vector Number. Sets the interrupt destination vector number. Only the 7
bits 6-0 are valid (as the vector number).

1025 Dividend Register H (DVDNTH)

Bit: 31 30 39 3 2 1 0
siname: || . [ [ ]
Initial value: — — — — — — —
R/W: R/W R/W R/W ... R/W R/W R/W R/W

Dividend register H (DVDNTH) is a 32-bit read/write register in which the upper 32 bits of the
dividend used for 64 bit + 32 bit division operations are written. When a division operation is
executed, the value set as the dividend is lost and the remainder written here at the end of the
operation. Theinitial value of DVDNTH is undefined, and its value is a'so undefined after a
power-on reset or manual reset, in standby mode, and during in module standbys. When the
DVDNT register is set with a dividend value, the previous DVDNTH valueislost and the MSB of
the DVDNT register is extended to all bitsin the DVDNTH register.
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102.6 Dividend Register L (DVDNTL)

Bit: 31 30 39 3 2 1 0
Bit name: ‘ ’ ‘ ’ ‘ ‘ ’ ‘ ’
Initial value: — — — — — — —
R/W: R/W R/W R/W e R/W R/W R/W R/W

Dividend register L (DVDNTL) is a 32-bit read/write register in which the lower 32 hits of the
dividend used for 64-bit +~ 32-hit division operations are written. When avalue is set in this
register, the 64-bit + 32-bit division operation begins. The value written in the DVDNT register
for 32-bit + 32-bit division isalso set in this register. When a 64-bit +~ 32-bit division operation is
executed, the value set asthe dividend islost and the quotient written here at the end of the
operation. The contents of this register are undefined after a power-on reset or manual reset, in
standby mode, and during module standbys.

10.3  Operation

10.3.1 64-Bit + 32-Bit Operations
64-bit + 32-bit operations work as follows:

1. The 32-bit divisor is set in the divisor register (DVSR).

2. The 64-bit dividend is set in dividend registers H and L (DVDNTH and DVDNTL). First set
the valuein DVDNTH. When avalue iswritten to DVDNTL, the 64-bit + 32-bit operation
begins.

3. Thisunit finishes asingle operation in 39 cycles (starting from the setting of the valuein
DVDNTL). When an overflow occurs, however, the operation endsin 6 cycles. See section
10.3.3, Handling of Overflows, for more information. Note that operation is signed.

4. After the operation, the 32-bit remainder is written to DVDNTH and the 32-bit quotient is
written to DVDNTL.

10.3.2  32-Bit + 32-Bit Operations
32-bit + 32-bit operations work as follows:

1. The32-bit divisor isset inthedivisor register (DVSR).

2. The 32-bit dividend is set in dividend register L (DVDNT) for 32-bit division. When avalueis
written to DVDNT, the 32-bit + 32-bit operation begins.

3. Thisunit finishes asingle operation in 39 cycles (starting from the setting of the valuein
DVDNT). When an overflow occurs, however, the operation endsin 6 cycles. See section
10.3.3, Handling of Overflows, for more information. Note that the operation is signed.
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4. After the operation, the 32-bit remainder is written to DVDNTH and the 32-bit quotient is
written to DVDNT.

10.3.3 Handling of Overflows

When the results of operations exceed the ranges expressed as signed 32 hits (when, in division
between two negative numbers, the quotient is the maximum value and aremainder (negative
number) is generated) or when the divisor is 0, an overflow will result.

When an overflow occurs, the OVF bit is set and an overflow interrupt is generated if interrupt
generation is enabled (the OVFIE bit in DVCR is 1). The operation will then end with the result
after 6 cycles of operation stored in the DVDNTH and DVDNTL registers. If interrupt generation
isdisabled (the OVFIE bit is 0), the operation will end with the operation result at 6 cyclesset in
DVDNTH and the maximum value H'7FFFFFFF or minimum value H'80000000 set in DVDNTL.
In the SH7604, the maximum value results when a positive quotient overflows; the minimum
value results when a negative quotient overflows. The first three cycles of the 6 cycles executed
when an overflow occurs are used for flag setting within the division unit and the next three for
division.

10.4  Usage Notes

10.4.1  Access

All accesses to the division unit except DVCR and VCRDIV must be 32-bit reads or writes. Word
accesses to registers other than DVCR and VCRDIV result in reading or writing of undefined
values. In the division unit, aread instruction is extended for one cycle immediately after an
instruction that writes to aregister, even if the register is the same, to ensure that the value written
isaccurately set in the destination register in the division unit.

When aread or write instruction is issued while the division unit is operating, the read or write
instruction is continuously extended until the operation ends. This means that instructions that do
not access the division unit can be parallel-processed. When an instruction is executed that writes
to any register of the division unit immediately following an instruction that writes to the division
start-up registers (DVDNTL or DVDNT), the correct value may not be set in the start-up register.
Specify an instruction other than one that writes to a division unit register for the instruction
immediately following instruction that writes to a start-up register.

Because of the above restrictions, efficient processing can be achieved by executing instructions
that do not access the division unit for 39 cycles after starting the operation, then issuing aread
instruction after the 39th cycle.
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10.4.2

Overflow Flag

When an overflow occurs, the overflow flag (OVF) is set and is not automatically reset. When
OVF is set, the operation is not affected. When necessary, clear it before the operation. The states
of registers when overflow occurs are shown in table 10.2.

Table10.2 Overflow Processing
Register Overflow Interrupt Enabled Overflow Interrupt Disabled
DVSR Holds the value written Holds the value written
DVDNT Holds the results of operations until The maximum value is set for overflow to
overflow generation is detected* the plus side, or the minimum value for
overflow to the minus side
DVCR The OVF bit is set The OVF bit is set
VCRDIV Holds the value written Holds the value written
DVDNTH Holds the results of operations until Holds the results of operations until
overflow generation is detected* overflow generation is detected *
DVDNTL Holds the results of operations until The maximum value is set for overflow to
overflow generation is detected* the plus side, or the minimum value for
overflow to the minus side
Note: In division processing, the intermediate operation result is written for cycles up to detection

of overflow generation.
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Section 11 16-Bit Free-Running Timer

11.1 Oveview

The SH7604 has a single-channel, 16-bit free-running timer (FRT) on-chip. The FRT isbased on a
16-hit free-running counter (FRC) and can output two types of independent waveforms. The FRT
can also measure the width of input pulses and the cycle of external clocks.

11.1.1 Features

The FRT has the following features:

» Allows selection between four types of counter input clocks. Select from external clock or
three types of internal clocks (¢/8, ¢/32, and (/128). (External events can be counted.)

» Two independent comparators. Two types of waveforms can be output.
e Input capture. Select rising edge or falling edge.
» Counter clear can be specified. The counter value can be cleared upon compare match A.

» Four types of interrupt sources. Two compare matches, one input capture, and one overflow
are available asinterrupt sources, and interrupts can be requested independently for each.
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11.1.2 Block Diagram

Figure 11.1 shows a block diagram of the FRT.
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11.1.3  Pin Configuration
Table 11.1 lists FRT 1/O pins and their functions.

Table11.1 Pin Configuration

Channel Pin I/0 Function

Counter clock input pin FTCI I FRC counter clock input pin
Output compare A output pin FTOA O Output pin for output compare A
Output compare B output pin FTOB O Output pin for output compare B
Input capture input pin FTI | Input pin for input capture

11.1.4 Register Configuration
Table 11.2 shows the FRT register configuration.

Table11.2 Register Configuration

Register Abbreviation R/W l\?:llua; Address
Timer interrupt enable register TIER R/W H'01 HFFFFFE10
Free-running timer control/status register FTCSR R/(W)*L  H'00 HFFFFFE11
Free-running counter H FRC H R/W H'00  HFFFFFE12
Free-running counter L FRC L R/W H'00 HFFFFFE13
Output compare register A H OCRAH R/W HFF  HFFFFFE14*2
Output compare register A L OCRAL R/W HFF  HFFFFFE15*2
Output compare register B H OCRB H R/W H'FF HFFFFFE14%2
Output compare register B L OCRB L R/W HFF  HFFFFFE15*2
Timer control register TCR R/W H'00  HFFFFFE16
Timer output compare control register TOCR R/W H'EO  HFFFFFE17
Input capture register H ICRH R H'00 HFFFFFE18
Input capture register L ICRL R H'00  HFFFFFE19

Notes: 1. Bits 7 to 1 are read-only. The only value that can be written is a 0, which is used to
clear flags. Bit 0 can be read or written.

2. OCRA and OCRB have the same address. The OCRS bit in TOCR is used to switch
between them.

3. Use byte-size access for all registers.
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11.2  Register Descriptions

11.2.1  Free-Running Counter (FRC)

Bit: 15 14 13 3 2 1 0
Bit name: ‘ ‘ ‘ ’ ‘ ‘ ‘ ‘ ’
Initial value: 0 0 0 0 0 0 0
R/W: R/W R/W R/W . R/W R/W R/W R/W

FRC is a 16-hit read/write up-counter. It increments upon input of aclock. The input clock can be
selected using clock select bits 1 and 0 (CKS1, CKS0) in TCR. FRC can be cleared upon compare
match A.

When FRC overflows (H'FFFF — H'0000), the overflow flag (OVF) in FTCSR is set to 1. FRC
can be read or written to by the CPU, but because it is 16 bits long, data transfers involving the
CPU are performed viaatemporary register (TEMP). See section 11.3, CPU Interface, for more
detailed information.

FRC isinitialized to H'0000 by areset, in standby mode, and when the module standby function is
used.

11.2.2  Output Compare Registers A and B (OCRA and OCRB)

Bit: 15 14 13 3 2 1 0
Bit name: ‘ ’ ‘ ’ ‘ ‘ ’ ‘ ’
Initial value: 1 1 1 1 1 1 1
R/W: R/W R/W R/W ... R/W R/W R/W R/W

OCR is composed of two 16-bit read/write registers (OCRA and OCRB). The contents of OCR are
always compared to the FRC value. When the two values are the same, the output compare flags
in FTCSR (OCFA and OCFB) are set to 1.

When the OCR and FRC values are the same (compare match), the output level values set in the
output level bits (OLVLA and OLVLB) are output to the output compare pins (FTOA and FTOB).
After areset, FTOA and FTOB output O until the first compare match occurs.

Because OCR is a 16-bit register, data transfers involving the CPU are performed via atemporary
register (TEMP). See section 11.3, CPU Interface, for more detailed information.

OCRisinitiaized to H'FFFF by areset, in standby mode, and when the modul e standby function
isused.
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11.2.3 Input Capture Register (ICR)

Bit: 15 14 13 3 2 1 0
N P N A
Initial value: 0 0 0 0 0 0 0
R/W:

ICR isa16-hit read-only register. When arising edge or falling edge of the input capture signal is
detected, the current FRC value is transferred to ICR. At the same time, the input capture flag
(ICF) in FTCSRisset to 1. The edge of the input signal can be selected using the input edge select
bit IEDGA) in TCR.

Because ICR is a 16-hit register, data transfers involving the CPU are performed via a temporary
register (TEMP). See Section 11.3, CPU Interface, for more detailed information. To ensure that
the input capture operation is reliably performed, set the pulse width of the input capture input
signal to six system clocks (¢) or more.

ICRisinitialized to H'0000 by areset, in standby mode, and when the module standby function is
used.

11.2.4  Timer Interrupt Enable Register (TIER)

Bit. 7 6 5 4 3 2 1 0

Bitname: | ICE | — | — | — | OCIAE | OCIBE | OVIE | — |
Initial value: 0 0 0 0 0 0 0 1
RW:  R/W _ — _ RW RW RW  —

TIER is an 8-bit read/write register that controls enabling of al interrupt requests. TIER is
initialized to H'O1 by areset, in standby mode, and when the module standby function is used.

* Bit 7—Input Capture Interrupt Enable (ICIE): Selects enabling/disabling of the ICI interrupt
reguest when the input capture flag (ICF) in FTCSR isset to 1.

Bit 7: ICIE Description
0 Interrupt request (ICI) caused by ICF disabled (Initial value)
1 Interrupt request (ICI) caused by ICF enabled

e Bits6to 4—Reserved: These bits always read 0. The write value should always be 0. Do not
write 1.
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e Bit 3—Output Compare Interrupt A Enable (OCIAE): Selects enabling/disabling of the OCIA
interrupt request when the output compare flag A (OCFA) in FTCSR is set to 1.

Bit 3: OCIAE Description
0 Interrupt request (OCIA) caused by OCFA disabled (Initial value)
1 Interrupt request (OCIA) caused by OCFA enabled

e Bit 2—Output Compare Interrupt B Enable (OCIBE): Selects enabling/disabling of the OCIB
interrupt request when the output compare flag B (OCFB) in FTCSR is set to 1.

Bit 2: OCIBE Description
0 Interrupt request (OCIB) caused by OCFB disabled (Initial value)
1 Interrupt request (OCIB) caused by OCFB enabled

e Bit 1—Timer Overflow Interrupt Enable (OVIE): Selects enabling/disabling of the OV
interrupt request when the overflow flag (OVF) in FTCSR isset to 1.

Bit 1: OVIE Description
0 Interrupt request (FOVI) caused by OVF disabled (initial value)
1 Interrupt request (FOVI) caused by OVF enabled

» Bit 0—Reserved: Thisbit always reads 1. The write value should always be 1.

11.25 Free-Running Timer Control/Status Register (FTCSR)

Bit. 7 6 5 4 3 2 1 0

Bitname:| ICF | — | — | — | OCFA | OCFB | OVF | CCLRA|
Initial value: 0 0 0 0 0 0 0 0
RW: RIW)*  — — —  RIW)* RIW)* RIAW)* RW

Note: For bits 7, and 3 to 1, the only value that can be written is O (to clear the flags).

FTCSR isan 8-hit register that selects counter clearing and controls interrupt request signals.
FTCSR isinitialized to H'00 by areset, in standby mode, and when the module standby function is
used. See section 11.4, Operation, for the timing.

* Bit 7—Input Capture Flag (ICF): Status flag that indicates that the FRC value has been sent to
FICR by the input capture signal. Thisflag is cleared by software and set by hardware. It
cannot be set by software.
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Bit 7: ICF Description

0 Clear conditions: When ICF is read while set to 1, and then O is
written to it (Initial value)

1 Set conditions: When the FRC value is sent to ICR by the input

capture signal

e Bits6to 4—Reserved: These bits always read 0. The write value should always be 0.

e Bit 3—Output Compare Flag A (OCFA): Status flag that indicates when the values of the FRC
and OCRA match. Thisflagis cleared by software and set by hardware. It cannot be set by

software.
Bit 3: OCFA Description
0 Clear conditions: When OCFA is read while set to 1, and then 0 is
written to it (Initial value)
1 Set conditions: When the FRC value becomes equal to OCRA

» Bit 2—Output Compare Flag B (OCFB): Status flag that indicates when the values of FRC and
OCRB match. Thisflag is cleared by software and set by hardware. It cannot be set by

software.
Bit 2: OCFB Description
0 Clear conditions: When OCFB is read while set to 1, and then 0 is
written to it (Initial value)
1 Set conditions: When the FRC value becomes equal to OCRB

» Bit 1—Timer Overflow Flag (OVF): Status flag that indicates when FRC overflows (from
H'FFFF to H'0000). Thisflag is cleared by software and set by hardware. It cannot be set by

software.

Bit 1: OVF

Description

0

Clear conditions: When OVF is read while set to 1, and then 0 is
written to it (Initial value)

Set conditions: When the FRC value changes from H'FFFF to H'0000

» Bit 0—Counter Clear A (CCLRA): Selects whether or not to clear FRC on compare match A
(signd indicating match of FRC and OCRA).
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Bit 0: CCLRA Description

0 FRC clear disabled (Initial value)

1 FRC cleared on compare match A

11.2.6 Timer Control Register (TCR)

Bitt 7 6 5 4 3 2 1 0
Bit name:‘ IEDGA‘ — ‘ — ] — \ — \ — \ CKS1 ‘ CKSO ]
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

TCRisan 8-hit read/write register that selects the input edge for input capture and selects the
input clock for FRC. TCR isinitialized to H'00 by areset, in standby mode, and when the module
standby function is used.

e Bit 7—Input Edge Select (IEDG): Selects whether to capture the input capture input (FT1) on
the falling edge or rising edge.

Bit 7: IEDG Description
0 Input captured on falling edge (Initial value)
1 Input captured on rising edge

» Bits6to 2—Reserved: These hits always read 0. The write value should always be 0. Do not
write 1.

« Bits1and 0—Clock Select (CKS1, CKS0): These bits select whether to use an external clock
or one of three internal clocks for input to FRC. The external clock is counted at the rising
edge.

Bit 1: CKS1 Bit 0: CKSO Description

0 0 Internal clock: count at ¢/8 (Initial value)
1 Internal clock: count at ¢/32

1 0 Internal clock: count at ¢/128
1 External clock: count at rising edge
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11.2.7 Timer Output Compare Control Register (TOCR)

Bit. 7 6 5 4 3 2 1 0
Bitname:| — | — | — | OCRS| — | — |OLVLA| OLVLB]
Initial value: 1 1 1 0 0 0 0 0
RIW: — — — RW RW RW RW RW

TOCR isan 8-bit read/write register that selects the output level for output compare, enables
output compare output, and controls switching between access of output compare registers A and
B. TOCR isinitialized to H'EO by areset, in standby mode, and when the modul e standby function
isused.

Bits 7 to 5—Reserved: These bits alwaysread 1. The write value should always be 1. Do not write
0.

Bit 4—Output Compare Register Select (OCRS): OCRA and OCRB share the same address. The
OCRS hit controls which register is selected when reading/writing to this address. It does not
affect the operation of OCRA and OCRB.

Bit 4: OCRS Description
0 OCRA register selected (Initial value)
1 OCRSB register selected

Bits 3 and 2—Reserved: These bits aways read 0. The write value should always be 0. Do not
write 1.

Bit 1—Output Level A (OLVLA): Selectsthe level output to the output compare A output pin
upon compare match A (signal indicating match of FRC and OCRA).

Bit 1: OLVLA Description
0 0 output on compare match A (Initial value)
1 1 output on compare match A

Bit 0—Output Level B (OLVLB): Selects the level output to the output compare B output pin
upon compare match B (signal indicating match of FRC and OCRB).

Bit 0: OLVLB Description
0 0 output on compare match B (Initial value)
1 1 output on compare match B
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11.3 CPU Interface

FRC, OCRA, OCRB, and FICR are 16-hit registers. The data bus width between the CPU and
FRT, however, isonly 8 bits. Access of these three types of registers from the CPU therefore
needs to be performed via an 8-bit temporary register called TEMP.

The following describes how these registers are read from and written to:

» Writing to 16-bit Registers
The upper byte is written, which results in the upper byte of databeing stored in TEMP. The
lower byte is then written, which resultsin 16 bits of data being written to the register when
combined with the upper byte valuein TEMP.

* Reading from 16-bit Registers
The upper byte of datais read, which resultsin the upper byte value being transferred to the
CPU. The lower byte valueis transferred to TEMP. The lower byte is then read, which results
in the lower byte value in TEMP being sent to the CPU.

When registers of these three types are accessed, two byte accesses should always be performed,
first to the upper byte, then the lower byte. The same applies to accesses with the on-chip direct
memory access controller. If only the upper byte or lower byte is accessed, the data will not be
transferred properly.

Figure 11.2 and 11.3 show the flow of data when FRC is accessed. Other registers function in the
same way. When reading OCRA and OCRB, however, both upper and lower-byte datais
transferred directly to the CPU without passing through TEMP.
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(Write to upper byte)

(H'AA) i
upper 4= Bus interface
byte

Data bus within module

TEMP
(H'AA)
FRCH FRC L
«C ) « )
(Write to lower byte)
(,_(|:5P; Data bus within module
lower “ Bus interface
byte
TEMP
(HAA)
FRCH FRC L
(H'AA) (H'55)

Figure11.2 FRC Access Operation (CPU WritesH'AA55 to FRC)
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(Read from upper byte)

CPU
(H'AA)
upper
byte

” Bus interface

(Read from lower byte)

CPU
(H'55)
lower
byte

4w Bus interface

Data bus within module

TEMP
(H'55)

U

1

FRC H
(H'AA)

FRC L
(H'55)

Data bus within module

TEMP
(HAA)

L

ﬁ

FRCH
¢ )

FRCL
¢ )
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114 Operation

1141 FRC Count Timing
The FRC increments on clock input (internal or external).

Internal Clock Operation: Set the CKS1 and CKSO0 bitsin TCR to select which of the three
internal clocks created by dividing system clock @ (¢/8, @/32, ¢/128) is used. Figure 11.4 shows
the timing.

mmerae | L] L L LT L L

clock
Internal clock —I\ « | 7 |\
C )
FRC input ,—l ,—\—
clock « 5()
5 5
FRC N-1 X N X N+1

(¢ (¢
U U

Figure11.4 Count Timing (Internal Clock Operation)

External Clock Operation: Set the CKS1 and CKS0 bitsin TCR to select the external clock.
External clock pulses are counted on the rising edge. The pulse width of the external clock must be
at least 6 system clocks (). A smaller pulse width will result in inaccurate operation. Figures 11.5
shows the timing.

Timer drive M,—S
clock S—I—L

External clock 7
input pin $5 |\ I—
FRC input
clock & ,—\—357
< CC
FRC « N X WN+1
P P2

Figure11.5 Count Timing (External Clock Operation)
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11.4.2  Output Timing for Output Compare

When a compare match occurs, the output level set inthe OLVL bitin TOCR is output from the
output compare output pins (FTOA, FTOB). Figure 11.6 shows the timing for output of output
compare A.

e LT LT LI LML L

FRC N X N+1 . N X N+1

OCRA N N

Compare
match A « (« \—
signal Clear*
\\ (C ¢
OLVLA ( B N
)
Output B B K‘L
compare A | 2 )
output pin

FTOA

Note: | Indicates instruction execution by software

Figure11.6 Output Timing for Output Compare A

1143 FRC Clear Timing

FRC can be cleared on compare match A. Figure 11.7 shows the timing.

Timer drive J L
clock
Compare
match A
signal \A
FRC N X H'0000

Figure11.7 CompareMatch A Clear Timing
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11.4.4 Input Capturelnput Timing

Either the rising edge or falling edge, can be selected for input capture input using the IEDG bit in
TCR. Figure 11.8 shows the timing when therising edge is selected (IEDG = 1).

Timer drive ’_”—‘ L
clock

Input capture

input pin « \A
))

Input capture
signal «

Figure11.8 Input Capture Signal Timing (Normal)

When the input capture signal isinput when ICR isread (upper-byte read), the input capture signal
is delayed by one cycle of the clock that drives the timer. Figure 11.9 shows the timing.

ICR upper-byte read cycle
Timer drive ’_SS—‘ L
clock

Input capture

input pin «
N
Input capture rm= == —L
signal e |

))

Figure11.9 Input Capture Signal Timing (Input Capture Input when ICR is Read)
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11.45 Input Capture Flag (ICF) Setting Timing

Input capture input sets the input capture flag (ICF) to 1 and simultaneously transfers the FRC
value to ICR. Figure 11.10 shows the timing.

Timer drive L
clock

Input capture

signal \

FRC \ \ N
/)
ICR X N

Figure11.10 ICF Setting Timing

11.4.6  Output Compare Flag (OCFA, OCFB) Setting Timing

The compare match signal output (when OCRA or OCRB matches the FRC value) sets output
compare flag OCFA or OCFB to 1. The compare match signal is generated in the last statein
which the values matched (at the timing for updating the count value that matched the FRC). After
OCRA or OCRB matches the FRC, no compare match signal is generated until the increment lock
is generated. Figure 11.11 shows the timing for setting OCFA and OCFB.
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Timer drive L
clock

FRC N X N+1

OCRA, OCRB N

Compare match

signal \

OCFA, OCFB

Figure11.11 OCF Setting Timing

11.4.7 Timer Overflow Flag (OVF) Setting Timing

FRC overflow (from H'FFFF to H'0000) sets the timer overflow flag (OVF) to 1. Figure 11.12
shows the timing.

Timer drive J L
clock

FRC H'FFFF X H'0000

Overflow
signal

N\

OVF

Figure11.12 OVF Setting Timing
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11.5 Interrupt Sources

There are four FRT interrupt sources of three types (ICI, OCIA/OCIB, and OVI). Table 11.3 lists
the interrupt sources and their priorities after areset is cleared. The interrupt enable bitsin TIER
are used to enable or disable the interrupt bits. Each interrupt request is sent to the interrupt
controller independently. See section 4, Exception Handling, for more information about priorities
and the relationship to interrupts other than those of the FRT.

Table11.3 FRT Interrupt Sourcesand Priorities

Interrupt Source Description Priority
ICI Interrupt by ICF High
OCIA, OCIB Interrupt by OCFA or OCFB 1

ovi Interrupt by OVF Low

116 Exampleof FRT Use

Figure 11.13 shows an example in which pulses with a 50% duty factor and arbitrary phase
relationship are output. The procedure is as follows:

1. Setthe CCLRA bitin FTCSRto 1.
2. The OLVLA and OLVLB hits are inverted by software whenever a compare match occurs.

FRC Counter clear

FTOB

Figure11.13 Example of Pulse Output
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11.7 Usage Notes
Note that the following contention and operations occur when the FRT is operating:

1. FRC operates on the timer drive clock (¢/4), which has a cycle of 4 times the system clock (¢).
For this reason, when the CPU performs an access, both the CPU and FRT will be operating,
so aWAIT request will be generated from the FRT to the CPU. The number of access cycles
thus varies by between 3 and 12 cycles.

2. Contention between FRC Write and Clear
When a counter clear signal is generated with the timing shown in figure 11.14 during the
write cycle for the lower byte of FRC, writing does not occur to the FRC, and the FRC clear
takes priority.

FRC lower-byte write cycle

Timer drive
clock J | | | | | | L
Address X FRC address ><
Internal write —\—,7
signal
Counter clear
signal

FRC N >< H'0000

Figure11.14 Contention between FRC Write and Clear

3. Contention between FRC Write and Increment

When an increment occurs with the timing shown in figure 11.15 during the write cycle for the
lower byte of FRC, no increment is performed and the counter write takes priority.
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FRC upper-byte write cycle

ki N R R R B R
Address 3< FRC address ><
Internal write —\—,7

signal
FRC input ,—\
clock

FRC N ><4M

Write data

Figure11.15 Contention between FRC Writeand Increment

4. Contention between OCR Write and Compare Match
When a compare match occurs with the timing shown in figure 11.16, during the write cycle
for the lower byte of OCRA or OCRB, the OCR write takes priority and the compare match
signal is disabled.
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FRC lower-byte write cycle

oo I I B O B R
Address 3< OCR address ><
Internal write
signal

FRC N >< N+1
OCR N >< -« M
Write data
Compare match P i
signal ' HhN
Disabled

Figure11.16 Contention between OCR and Compare Match

5. Internal Clock Switching and Counter Operation

FRC will sometimes begin incrementing because of the timing of switching between internal
clocks. Table 11.4 shows the relationship between internal clock switching timing (CKS1 and
CK S0 bit rewrites) and FRC operation.

When an internal clock is used, the FRC clock is generated when the falling edge of an internal
clock (created by dividing the system clock (@) is detected. When a clock is switched to high
before the switching and to low after switching, as shown in case 3in table 11.4, the
switchover is considered afalling edge and an FRC clock pulse is generated, causing FRC to
increment. FRC may also increment when switching between an internal clock and an external
clock.
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Table11.4 Internal Clock Switching and FRC Operation

Timing of Rewrite of
No. CKS1 and CKSO Bits FRC Operation

1 Low-to-low switch

|
Clock before i
switching |

Clock after
switching

FRC clock |_|

FRC N >Q

2 Low-to-high switch

|
Clock before i
switching & |

Clock after
switching

FRC clock |_|

FRC N >< N+1 >d N+ 2

|
Rewrite of CKS bit
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Table11.4 Internal Clock Switching and FRC Operation (cont)

Timing of Rewrite of
No. CKS1 and CKSO Bits FRC Operation

3 High-to-low switch

|
Clock before J—\—m

switching |

i

Clock after [
switching i | \_

/ |

FRC clock |_| (ym |_|

|

FRC N >< N+1 } >< N+2 X

Rewrite of CKS bit

4 High-to-high switch
|
Clock before ‘
switching }
|

& ‘

|

|
Clock after T

switching | } &

’/ |
|
|
|
|
|
|
|
|
1

FRC clock |_| |_| |_|
FRC N >< N+1 >< N+2

|
Rewrite of CKS bit
Note: Because the switchover is considered a falling edge, FRC starts counting up.

6. Timer Output (FTOA, FTOB)

During a power-on reset, the timer outputs (FTOA, FTOB) will be unreliable until the
oscillation stabilizes. The initial valueis output after the oscillation settling time has elapsed.
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Section 12 Watchdog Timer (WDT)

121 Overview

The SH7604 has a single-channel watchdog timer (WDT) for monitoring system operations. If a
system becomes uncontrolled and the timer counter overflows without being rewritten correctly by
the CPU, an overflow signal (WDTOVF) is output externally. The WDT can simultaneously
generate an internal reset signal for the entire chip.

When this watchdog function is not needed, the WDT can be used as an interval timer. In the
interval timer operation, an interval timer interrupt is generated at each counter overflow. The
WDT is also used when recovering from standby mode, in modifying a clock frequency, and in
clock pause mode.

12.1.1 Features

* Worksin watchdog timer mode or interval timer mode.

e Outputs WDTOVF in watchdog timer mode. When the counter overflows in watchdog timer
mode, overflow signal WDTOVF is output externally. It is possible to select whether to reset
the chip internally when this happens. Either the power-on reset or manual reset signal can be
selected as the internal reset signal.

e Generatesinterruptsininterval timer mode. When the counter overflows, it generates an
interval timer interrupt.

» Used for standby mode clearing, clock frequency madification, and clock pause mode.

»  Workswith eight counter clock sources.
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12.1.2 Block Diagram

Figure 12.1 shows a block diagram of the WDT.

ITI
(interrupt
request signal)

WDTOVF

Internal
reset signal*

¢ Interrupt
control

Overflow

-«

A 4

Reset

control

A

«— @2
«— @64
-« @128
Clock Clock < @256

select [¢— @512
«— 1024
«—— Q4096

7y Internal
clock

)

A

J
| RSTCSR }<—,|_<

TCNT |<—>| TCSR |

Interna bus

‘ ’ Bus

Module bus >| interface N

|
|
|
|
|
|
|
|
|
|
|
|
|
i
«— @8192 !
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

<

WTCSR:  Watchdog timer control/status register
WTCNT:  Watchdog timer counter
RSTCSR: Reset control/status register

Note: The internal reset signal can be generated by a register setting. The type of reset can be

selected (power-on or manual reset).

Figure12.1 WDT Block Diagram

12.1.3  Pin Configuration

Table 12.1 shows the pin configuration.

Table12.1 Pin Configuration

Pin Abbreviation 1/O Function

Watchdog timer overflow  WDTOVF (0] Outputs the counter overflow signal in
watchdog mode
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12.1.4 Register Configuration

Table 12.2 summarizes the three WDT registers. They are used to select the clock, switch the
WDT mode, and control the reset signal.

Table12.2 WDT Registers

Address
Name Abbreviation R/W Initial Value  Write™ Read*?2
Watchdog timer WTCSR R/(W)*3 H'18 H'FFFFFE8O H'FFFFFE8O
control/status register
Watchdog timer WTCNT R/W H'00 H'FFFFFES80 H'FFFFFES81
counter
Reset control/status RSTCSR R/(W)*3 H'1F H'FFFFFE82 H'FFFFFE83
register

Notes: 1. Write by word access. It cannot be written by byte or longword access.
2. Read by byte access. The correct value cannot be read by word or longword access.
3. Only 0 can be written in bit 7 to clear the flag.

12.2  Register Descriptions

12.21 Watchdog Timer Counter (WTCNT)

WTCNT is an 8-hit read/write up-counter. WTCNT differs from other registersin that it is more
difficult to write. See section 12.2.4, Register Access, for details. When the timer enable bit
(TME) in the watchdog timer control/status register (WTCSR) is set to 1, the watchdog timer
counter starts counting pulses of an internal clock source selected by clock select bits 2 to 0
(CKS2 to CKS0) in WTCSR. When the value of WTCNT overflows (changes from H'FF to H'00),
awatchdog timer overflow signal (WDTOVF) or interval timer interrupt (ITI) is generated,
depending on the mode selected in the WT/IT bit in WTCSR. WTCNT isinitialized to H'00 by a
reset and when the TME bit iscleared to 0. It is not initialized in standby mode.

Bit: 7 6 5 4 3 2 1 0
swames ||| | [ ]
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W
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12.2.2 Watchdog Timer Control/Status Register (WTCSR)

The watchdog timer control/status register (WTCSR) is an 8-hit read/write register. WTCSR
differs from other registers in being more difficult to write. See section 12.2.4, Register Access,
for details. Its functions include selecting the timer mode and clock source. Bits 7 to 5 are
initialized to 000 by areset and in standby mode. Bits 2 to O are initialized to 000 by areset, but
retain their values in standby mode.

Bit. 7 6 5 4 3 2 1 0

Bitname:| OVF | WT/T| TME | — | — | CKS2 | CKSL| CKSO |
Initial value: 0 0 0 1 1 0 0 0
RW: RI(W) RW  RW — _ RW  RW  RW

« Bit 7—Overflow Flag (OVF): Indicatesthat WTCNT has overflowed from H'FF to H'00. It is
not set in watchdog timer mode.

Bit 7: OVF Description

0 No overflow of WTCNT in interval timer mode (Initial value)
Cleared by reading OVF, then writing 0 in OVF

1 WTCNT overflow in interval timer mode

+ Bit 6—Timer Mode Select (WT/IT): Selects whether to use the WDT as awatchdog timer or
interval timer. When WTCNT overflows, the WDT either generates an interval timer interrupt
(ITI) or generates a WDTOVF signal, depending on the mode sel ected.

Bit 6: WTAT Description

0 Interval timer mode: interval timer interrupt (ITI) request to the CPU
when WTCNT overflows (Initial value)

1 Watchdog timer mode: WDTOVF signal output externally when WTCNT

overflows. Section 12.2.3, Reset Control/Status Register (RSTCSR),
describes in detail what happens when WTCNT overflows in watchdog
timer mode.

e Bit 5—Timer Enable (TME): Enables or disables the timer.

Bit 5: TME Description
0 Timer disabled: WTCNT is initialized to H'00 and count-up stops

(Initial value)
1 Timer enabled: WTCNT starts counting. A WDTOVF signal or interrupt

is generated when WTCNT overflows.
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» Bits4 and 3—Reserved: These hits always read 1. The write value shoul always be 1.

» Bits2to 0—Clock Select 2 to 0 (CKS2 to CKS0): These bits select one of eight internal clock
sources for input to WTCNT. The clock signals are obtained by dividing the frequency of the
system clock (¢).

Description

Bit 2: CKS2 Bit 1: CKS1 Bit 0: CKSO0 Clock Source Overflow Interval* (¢ = 28.7 MHz)
0 0 0 @2 (Initial value)  17.8 ps

0 0 1 ¢/64 570.8 ps

0 1 0 @128 1.1ms

0 1 1 ®/256 2.2ms

1 0 0 @512 4.5ms

1 0 1 ©/1024 9.1 ms

1 1 0 ®/4096 36.5ms

1 1 1 8192 73.0 ms

Note: The overflow interval listed is the time from when the WTCNT begins counting at H'00 until
an overflow occurs.

12.2.3 Reset Control/Status Register (RSTCSR)

RSTCSR is an eight-bit read/write register that controls output of the reset signal generated by
watchdog timer counter (WTCNT) overflow and selects the internal reset signal type. RSTCSR
differs from other registersin that it is more difficult to write. See section 12.2.4, Register Access,
for details. RSTCRisinitialized to H'1F by input of areset signal from the RES pin, but is not
initialized by the internal reset signal generated by overflow of the WDT. It isinitialized to H'1F
in standby mode.

Bit: 7 6 5 4 3 2 1 0
Bit name:’ WOVF \ RSTE ‘ RSTS \ _ \ — ’ _ ‘ _ ‘ _ ‘
Initial value: 0 0 0 1 1 1 1 1

RIW: R/(W)* R/W RIW — — — — _
Note: Only 0 can be written in bit 7 to clear the flag.

e Bit 7—Watchdog Timer Overflow Flag (WOVF): Indicatesthat WTCNT has overflowed
(from H'FF to H'00) in watchdog timer mode. It is not set in interval timer mode.
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Bit 7. WOVF Description

0 No WTCNT overflow in watchdog timer mode (Initial value)
Cleared by reading WOVF, then writing 0 in WOVF
1 Set by WTCNT overflow in watchdog timer mode

« Bit 6—Reset Enable (RSTE): Selects whether to reset the chip internally if WTCNT overflows
in watchdog timer mode.

Bit 6: RSTE Description

0 Not reset when WTCNT overflows (Initial value)
LSI not reset internally, but WTCNT and WTCSR reset within WDT

1 Reset when WTCNT overflows

« Bit 5—Reset Select (RSTS): Selects the type of internal reset generated if WTCNT overflows
in watchdog timer mode.

Bit 5: RSTS Description
0 Power-on reset (Initial value)
1 Manual reset

» Bits4to 0—Reserved: These bits always read as 1. The write value should always be 1.

1224  Register Access

The watchdog timer’sWTCNT, WTCSR, and RSTCSR registers differ from other registersin that
they are more difficult to write. The procedures for writing and reading these registers are given
below.

Writingto WTCNT and WTCSR: These registers must be written by aword transfer
instruction. They cannot be written by byte or longword transfer instructions. WTCNT and
WTCSR both have the same write address. The write data must be contained in the lower byte of
the written word. The upper byte must be H'5A (for WTCNT) or H'A5 (for WTCSR) (figure 12.2).
This transfers the write data from the lower byte to WTCNT or WTCSR.
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Writing to WTCNT

15 87 0
Address: H'FFFFFESD \ H'5A \ Write data \
Writing to WTCSR

15 87 0
Address: H'FFFFFESD \ H'AS \ Write data \

Figure12.2 Writingto WTCNT and WTCSR

Writing to RSTCSR: RSTCSR must be written by aword access to address H'FFFFFES2. 1t

cannot be written by byte or longword transfer instructions. Procedures for writing 0 in WOV F

(bit 7) and for writing to RSTE (bit 6) and RSTS (bit 5) are different, as shown in figure 12.3. To
write 0 in the WOV F bit, the write data must be H'A5 in the upper byte and H'00 in the lower byte.
This clearsthe WOVF bit to 0. The RSTE and RSTS bits are not affected. To write to the RSTE
and RSTS hits, the upper byte must be H'5A and the lower byte must be the write data. The values

of bits 6 and 5 of the lower byte are transferred to the RSTE and RSTS hits, respectively. The
WOVF bit is not affected.

Writing 0 to the WOVF bit

15 87 0
Address: H'FFFFFES2 \ H'AS \ H'00 \
Writing to the RSTE and RSTS bits

15 87 0
Address: H'FFFFFES2 \ H'5A \ Write data \

Figure12.3 Writingto RSTCSR

Reading from WTCNT, WTCSR, and RSTCSR: WTCNT, WTCSR, and RSTCSR are read
like other registers. Use byte transfer instructions. The read addresses are H'FFFFFESO for
WTCSR, H'FFFFFE81 for WTCNT, and H'FFFFFE83 for RSTCSR.
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12.3  Operation

12.3.1  Operation in Watchdog Timer Mode

To use the WDT as awatchdog timer, set the WT/IT and TME bitsin WTCSR to 1. Software
must prevent WTCNT overflow by rewriting the WTCNT value (normally by writing H'00) before
overflow occurs. If WTCNT fails to be rewritten and overflows occur due to a system crash or the
like, aWDTOVF signal is output (figure 12.4). The WDTOVF signal can be used to reset the
system. The WDTOVF signal is output for 128 ¢ clock cycles.

If the RSTE bitin RSTCSR is set to 1, asignal to reset the chip will be generated internally
simultaneously with the WDTOVF signal when WTCNT overflows. Either a power-on reset or a
manual reset can be selected by the RSTS bit. Theinternal reset signal is output for 512 ¢ clock
cycles.

When awatchdog reset is generated simultaneously with input at the RES pin, the software
distinguishes the RES reset from the watchdog reset by checking the WOVF bit in RSTCSR. The
RES reset takes priority. The WOVF hit is cleared to O.

326
HITACHI



WTCNT value
Overflow

A
o o i e S

% o
B AN | box A Time

WT/IT=1  H'00 written WOVF =1 WT/AT =1 H'00 written
1

TME = in WTCNT TME =1 in WTCNT
WDTOVF and

internal reset generated

v

WDTOVF
signal

128 @ clocks

Internal
reset
signal*

< »

512 @clocks

WT/IT: Timer mode select bit

TME: Timer enable bit
Note: Internal reset signal is generated only when the RSTE bit is set to 1.

Figure12.4 Operation in Watchdog Timer Mode
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12.3.2 Operationin Interval Timer Mode

To usethe WDT asan interval timer, clear WT/IT to 0 and set TME to 1in WTSCR. An interval
timer interrupt (ITI) is generated each time the watchdog timer counter (WTCNT) overflows. This
function can be used to generate interval timer interrupts at regular intervals (figure 12.5).

WTCNT value

- A Overflow Overflow Overflow Overflow

H00 T ¢ ¢ ¢ ¢ Time
WTAT =0 ITI ITI ITI ITI
TME =1

ITI: Interval timer interrupt request generation

Figure12.5 Operationin Interval Timer Mode

12.3.3 Operation in Standby Mode

The watchdog timer has a special function to clear standby mode with an NMI interrupt. When
using standby mode, set the WDT as described below.

Transition to Standby Mode: The TME bit in WTCSR must be cleared to 0 to stop the watchdog
timer counter before it enters standby mode. The chip cannot enter standby mode while the TME
bit isset to 1. Set bits CKS2 to CKS0 in WTCSR so that the counter overflow interval is equal to
or longer than the oscillation settling time. See section15.3, AC Characteristics, for the oscillation
settling time.

Recovery from Standby Mode: When an NMI request signal is received in standby mode the
clock oscillator starts running and the watchdog timer starts counting at the rate selected by bits
CKS2 to CK SO before standby mode was entered. When WTCNT overflows (changes from H'FF
to H'00) the system clock (@) is presumed to be stable and usable; clock signals are supplied to the
entire chip and standby mode ends.

For details on standby mode, see section 14, Power Down Modes.
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12.34 Timing of Overflow Flag (OVF) Setting

Ininterval timer mode, when WTCNT overflows, the OVF flagin WTCSR is set to 1 and an
interval timer interrupt (1T1) isrequested (figure 12.6).

oL LT LT LI LI L

WTCNT \ H'FF>< H'00

Overflow signal
(internal signal) §5

OVF . |
))

Figure12.6 Timing of OVF Setting

1235 Timing of Watchdog Timer Overflow Flag (WOVF) Setting

When WTCNT overflows the WOVF flag in RSTCSR is set to 1 and aWDTOVF signal is output.
When the RSTE bit isset to 1, WTCNT overflow enables an internal reset signal to be generated
for the entire chip (figure 12.7).

o L L LT L L L L

WTCNT \ H'FF>< H'00

NS
—

Overflow signal

(internal signal) —_ S

(
| ))

WOVF

(
))

Figure12.7 Timing of WOVF Setting
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124  Usage Notes

12.4.1 Contention between WTCNT Write and I ncrement

If atimer counter clock pulse is generated during the T3 state of awrite cycleto WTCNT, the
write takes priority and the timer counter is not incremented (figure 12.8).

| L L) LJ LJ L

Address >< WTCNT address ><
Internal write
signal
WTCNT input
clock
WTCNT N >< < M

Counter write data

Figure 12.8 Contention between WTCNT Writeand I ncrement

1242 Changing CKS2to CK S0 Bit Values

If the values of bits CKS2 to CKS0 are altered while the WDT is running, the count may
increment incorrectly. Always stop the watchdog timer (by clearing the TME bit to 0) before
changing the values of bits CKS2 to CKS0.

12.4.3  Switching between Watchdog Timer and Interval Timer Mode

To prevent incorrect operation, always stop the watchdog timer (by clearing the TME hit to 0)
before switching between interval timer mode and watchdog timer mode.
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12.44  System Reset with WDTOVF

If aWDTOVF signal isinput to the RES pin, the device cannot initialize correctly. Avoid logical
input of the WDTOVF output signal to the RES input pin. To reset the entire system with the
WDTOVF signal, use the circuit shown in figure 12.9.

SH microprocessor

Reset input ' RES

Reset signal to
entire system WDTOVF

Figure12.9 Example of Circuit for System Reset with WDTOVF Signal

1245 Internal Reset in Watchdog Timer Mode

If the RSTE bit is cleared to 0 in watchdog timer mode, the chip will not reset internally when a
WTCNT overflow occurs, but WTCNT and WTCSR in the WDT will reset.
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131

Section 13 Serial Communication Interface

Overview

The SH7604 has a serial communication interface (SCI) that supports both asynchronous and
clocked synchronous serial communication. It also has a multiprocessor communication function
for serial communication among two or more processors.

1311

Features

Selection of asynchronous or clock synchronous as the serial communication mode

e Asynchronous mode:

O

g
g
g
g
g

Serial data communication is synchronized by the start-stop method in character units. The
SCI can communicate with a universal asynchronous receiver/transmitter (UART), an
asynchronous communication interface adapter (ACIA), or any other chip that employs
standard asynchronous serial communication. It can also communicate with two or more
other processors using the multiprocessor communication function. There are twelve
selectable serial data communication formats.

Data length: seven or eight bits

Stop bit length: one or two bits

Parity: even, odd, or none

Multiprocessor bit: one or none

Receive error detection: parity, overrun, and framing errors

» Clocked synchronous mode:

ad

O
g

Seria data communication is synchronized with a clock signal. The SCI can communicate
with other chips having a clocked synchronous communication function. There is one serial
data communication format.

Data length: eight bits

Receive error detection: overrun errors

* Full duplex communication. The transmitting and receiving sections are independent, so the
SCI can transmit and receive simultaneously. Both sections use double buffering, so
continuous data transfer is possible in both the transmit and receive directions.

» Built-in baud rate generator with selectable bit rates

» Internal or external transmit/receive clock source. Baud rate generator (internal) or SCK pin
(external)

» Four types of interrupts. Transmit-data-empty, transmit-end, receive-data-full, and receive-
error interrupts are requested independently. The transmit-data-empty and receive-data-full
interrupts can start the direct memory access controller (DMAC) to transfer data.
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13.1.2

Block Diagram

Figure 13.1 shows a block diagram of the SCI.

e

|
|
|
| ©
: 8
@ Internal
i Module data bus € | data bus
| o
| m :
| L | I
. [ROR | [TDR ] SSR [ BRR !
! m SCR ) | g4
|
RxD—»[ | RSR ][ [ TSR SMR Baudrate |« | @16
iy Transmit/ generator | o4
! receive ¢
! control «— L @/256
b ! Parity generation| } $ clock | # i
| =
SCK < Parity check External clock |
o L TEI
. Ly TXI
| > RXI
| Ly ERI
D SCh———mmmmm !

RSR: Receive shift register

RDR: Receive data register

TSR: Transmit shift register

TDR: Transmit data register

SMR: Serial mode register

SCR: Serial control register

SSR: Serial status register
BRR: Bit rate register

13.1.3

Figure13.1 SCI Block Diagram

Pin Configuration

Table 13.1 summarizes the SCI pins.

Table13.1 SCI Pins

Pin Name Abbreviation Input/Output Function

Serial clock pin SCK Input/output Clock input/output
Receive data pin RxD Input Receive data input
Transmit data pin TxD Output Transmit data output
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13.1.4 Register Configuration

Table 13.2 summarizes the SCI internal registers. These registers select the communication mode

(asynchronous or clock synchronous), specify the data format and bit rate, and control the

transmitter and receiver sections.

Table13.2 Registers

Name Abbreviation R/W Initial Value Address Access size
Serial mode register SMR R/W H'00 H'FFFFFEOO 8
Bit rate register BRR R/W H'FF H'FFFFFEO1 8
Serial control register SCR R/W H'00 H'FFFFFEO2 8
Transmit data register TDR R/W H'FF H'FFFFFEO3 8
Serial status register SSR R/(W)" H'84 H'FFFFFEO4 8
Receive data register RDR R H'00 H'FFFFFEO5 8

Note: The only value that can be written is a O to clear the flags.

13.2 Register Descriptions

13.21 Receive Shift Register (RSR)

The receive shift register (RSR) receives serial data. Data input at the RxD pinisloaded into RSR

in the order received, LSB (bit 0) first, converting the datato parallel form. When one byte has
been received, it is automatically transferred to RDR. The CPU cannot read or write to RSR

directly.

Bit: 7

Bit name: ’

R/W: —

13.2.2 Receive Data Register (RDR)

The receive dataregister (RDR) stores serial receive data. The SCI completes the reception of one
byte of serial data by moving the received data from the receive shift register (RSR) into RDR for

storage. RSR is then ready to receive the next data. This double buffering allows the SCI to

receive data continuously.

The CPU can read but not writeto RDR. RDR isinitialized to H'00 by areset and in standby and

modul e standby mode.
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Bit: 7 6 5 4 3 2 1 0

Bit name: | | | ] | | | |
Initial value: 0 0 0 0 0 0 0 0
R/W:

13.2.3  Transmit Shift Register (TSR)

The transmit shift register (TSR) transmits serial data. The SCI loads transmit data from the
transmit data register (TDR) into TSR, then transmits the data serially from the TxD pin, LSB (bit
0) first. After transmitting one data byte, the SCI automatically loads the next transmit data from
TDR into TSR and starts transmitting again. If the TDRE bit in SSR is 1, however, the SCI does
not load the TDR contentsinto TSR. The CPU cannot read or write to TSR directly.

Bit: 7 6 5 4 3 2 1 0

Bitni:ﬂvjf\__\_!__\__\_!

13.24  Transmit Data Register (TDR)

The transmit dataregister (TDR) is an 8-hit register that stores data for serial transmission. When
the SCI detects that the transmit shift register (TSR) is empty, it moves transmit data written in
TDR into TSR and starts serial transmission. Continuous serial transmission is possible by writing
the next transmit datain TDR during serial transmission from TSR.

The CPU can alwaysread and write to TDR. TDR isinitialized to H'FF by areset and in standby
and modul e standby mode.

Bit: 7 6 5 4 3 2 1 0
Bit name: ‘ ’ ‘ ’
Initial value: 1 1 1 1 1 1 1 1

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

13.25 Serial Mode Register (SMR)

The serial mode register (SMR) is an 8-bit register that specifies the SCI serial communication
format and selects the clock source for the baud rate generator.

The CPU can always read and write to SMR. SMR isinitialized to H'00 by areset and in standby

and modul e standby mode.
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Bit. 7 6 5 4 3 2 1 0

Bitname:| C/A | CHR | PE | O/ | STOP | MP | CKSL | CKSO |
Initial value: 0 0 0 0 0 0 0 0
RW: RW RW RW RW RW RW RW RW

+ Bit 7—Communication Mode (C/A): Selects whether the SCI operates in asynchronous or
clocked synchronous mode.

Bit 7: C/A Description
0 Asynchronous mode (Initial value)
1 Clocked synchronous mode

» Bit 6—Character Length (CHR): Selects 7-bit or 8-bit data in asynchronous mode. In clocked
synchronous mode, the data length is always eight bits, regardless of the CHR setting.

Bit 6: CHR Description
0 8-bit data (Initial value)
1 7-bit data. (When 7-bit data is selected, the MSB (bit 7) of the transmit

data register is not transmitted.)

* Bit 5—Parity Enable (PE): Selects whether to add a parity bit to transmit data and to check the
parity of receive data, in asynchronous mode. In clocked synchronous mode, a parity bit is
neither added nor checked, regardless of the PE setting.

Bit 5: PE Description
0 Parity bit not added or checked (Initial value)
1 Parity bit added and checked. When PE is set to 1, an even or odd

parity bit is added to transmit data, depending on the parity mode (O/E)
setting. Receive data parity is checked according to the even/odd (O/E)
mode setting.

+ Bit 4—Parity Mode (O/E): Selects even or odd parity when parity bits are added and checked.
The O/E setting is used only in asynchronous mode and only when the parity enable bit (PE) is
set to 1 to enable parity addition and checking. The O/E setting is ignored in clocked
synchronous mode, and in asynchronous mode when parity addition and checking is disabled.
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Bit 4. O/E Description

0 Even parity (Initial value)
If even parity is selected, the parity bit is added to transmit data to make
an even number of 1s in the transmitted character and parity bit
combined. Receive data is checked to see if it has an even number of
1s in the received character and parity bit combined.

1 Odd parity
If odd parity is selected, the parity bit is added to transmit data to make
an odd number of 1s in the transmitted character and parity bit
combined. Receive data is checked to see if it has an odd number of 1s
in the received character and parity bit combined.

» Bit 3—Stop Bit Length (STOP): Selects one or two bits as the stop bit length in asynchronous
mode. This setting is used only in asynchronous mode. It isignored in clocked synchronous
mode because no stop bits are added.

* Inreceiving, only thefirst stop bit is checked, regardliess of the STOP bit setting. If the second
stop bitis1, it istreated as a stop bit, but if the second stop bit is 0, it is treated as the start bit
of the next incoming character.

Bit 3: STOP Description

0 One stop bit (Initial value)
In transmitting, a single 1-bit is added at the end of each transmitted
character

1 Two stop bits
In transmitting, two 1-bits are added at the end of each transmitted
character

e Bit 2—Multiprocessor Mode (MP): Selects multiprocessor format. When multiprocessor
format is selected, settings of the parity enable (PE) and parity mode (O/E) bits are ignored.
The MP hit setting is used only in asynchronous mode; it isignored in clocked synchronous
mode. For the multiprocessor communication function, see section 13.3.3, Multiprocessor
Communication.

Bit 2: MP Description

0 Multiprocessor function disabled (Initial value)

1 Multiprocessor format selected
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» Bits1and 0—Clock Select 1 and 0 (CKSL1 and CK S0): These bits select the internal clock
source of the built-in baud rate generator. Four clock sources are available. ¢/4, ¢/16, ¢/64 and
@256. For further information on the clock source, bit rate register settings, and baud rate, see
section 13.2.8, Bit Rate Register.

Bit 1: CKS1 Bit 0: CKSO Description

0 0 o4 (Initial value)
1 @16

1 0 ©/64
1 ®/256

13.26  Serial Control Register (SCR)

The serial control register (SCR) operates the SCI transmitter/receiver, selects the serial clock
output in asynchronous mode, enables/disables interrupts, and selects the transmit/receive clock
source. The CPU can always read and write to SCR. SCR isinitialized to H'00 by areset and in
standby and modul e standby modes.

Bit 7 6 5 4 3 2 1 0
Bitname:’ TIE \ RIE ‘ TE \ RE ‘ MPIE ] TEIE \ CKEl‘ CKEO \
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

e Bit 7—Transmit Interrupt Enable (TIE): Enables or disables the transmit-data-empty interrupt
(TXI) requested when the transmit data register empty bit (TDRE) in the seria status register
(SSR) is set to 1 dueto transfer of serial transmit datafrom TDR to TSR.

Bit 7: TIE Description
0 Transmit-data-empty interrupt request (TXI) is disabled (Initial value)

The TXI interrupt request can be cleared by reading TDRE after it has
been set to 1, then clearing TDRE to 0, or by clearing TIE to 0.

1 Transmit-data-empty interrupt request (TXI) is enabled

» Bit 6—Receive Interrupt Enable (RIE): Enables or disables the receive-data-full interrupt
(RX1) requested when the receive data register full bit (RDRF) in the serial status register
(SSR) is set to 1 dueto transfer of seria receive datafrom RSR to RDR. It also enables or
disables receive-error interrupt (ERI) requests.
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Bit 6: RIE

Description

0

Receive-data-full interrupt (RXI) and receive-error interrupt (ERI)
requests are disabled (Initial value)

RXI and ERI interrupt requests can be cleared by reading the RDRF

flag or error flag (FER, PER, or ORER) after it has been set to 1, then

clearing the flag to O, or by clearing RIE to 0.

Receive-data-full interrupt (RXI) and receive-error interrupt (ERI)
requests are enabled

e Bit 5—Transmit Enable (TE): Enables or disables the SCI serial transmitter.

Bit5: TE Description

0 Transmitter disabled (Initial value)
The transmit data register empty bit (TDRE) in the serial status register
(SSR) is locked at 1

1 Transmitter enabled

Serial transmission starts when the transmit data register empty (TDRE)
bit in the serial status register (SSR) is cleared to 0 after writing of
transmit data into TDR. Select the transmit format in SMR before setting
TE to 1.

e Bit 4—Receive Enable (RE): Enables or disables the SCI serial receiver.

Bit 4: RE Description

0 Receiver disabled (Initial value)
Clearing RE to 0 does not affect the receive flags (RDRF, FER, PER,
ORER). These flags retain their previous values.

1 Receiver enabled

Serial reception starts when a start bit is detected in asynchronous
mode, or synchronous clock input is detected in clocked synchronous
mode. Select the receive format in SMR before setting RE to 1.

* Bit 3—Multiprocessor Interrupt Enable (MPIE): Enables or disables multiprocessor interrupts.
The MPIE setting is used only in asynchronous mode, and only if the multiprocessor mode bit
(MP) in the serial mode register (SMR) is set to 1 during reception. The MPIE setting is
ignored in clocked synchronous mode or when the MP bit is cleared to O.
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Bit 3: MPIE

Description

0

Multiprocessor interrupts are disabled (normal receive operation)
(Initial value)

MPE is cleared to 0 when MPIE is cleared to 0, or the multiprocessor bit
(MPB) is set to 1 in receive data.

Multiprocessor interrupts are enabled

Receive-data-full interrupt requests (RXI), receive-error interrupt
requests (ERI), and setting of the RDRF, FER, and ORER status flags
in the serial status register (SSR) are disabled until the multiprocessor
bit is set to 1.

The SCI does not transfer receive data from RSR to RDR, does not
detect receive errors, and does not set the RDRF, FER, and ORER
flags in the serial status register (SSR). When it receives data that
includes MPB = 1, MPB is set to 1 in SSR, and the SCI automatically
clears MPIE to 0, generates RXI and ERI interrupts (if the TIE and RIE
bits in SCR are set to 1), and enables the FER and ORER bits to be set.

e Bit 2—Transmit-End linterrupt Enable (TEIE): Enables or disables the transmit-end interrupt
(TEI) requested if TDR does not contain new transmit data when the MSB is transmitted.

Bit 2: TEIE Description
0 Transmit-end interrupt (TEI) requests are disabled* (Initial value)
1 Transmit-end interrupt (TEI) requests are enabled*

Note: The TEI request can be cleared by reading the TDRE bit in the serial status register (SSR)
after it has been set to 1, then clearing TDRE to 0; by clearing the transmit end (TEND) bit
to 0; or by clearing the TEIE bit to 0.

* Bits1and 0—Clock Enable 1 and 0 (CKEL and CKEOQ): These bits select the SCI clock source
and enable or disable clock output from the SCK pin. Depending on the combination of CKE1
and CKEQ, the SCK pin can be used for general-purpose input/output, serial clock output, or

serial clock input.

The CKEO setting is valid only in asynchronous mode, and only when the SCl isinternally
clocked (CKEL = 0). The CKEO setting isignored in clocked synchronous mode, or when an
external clock source is selected (CKEL = 1). Select the SCI operating mode in the serial mode
register (SMR) before setting CKE1 and CKEQO. For further details on selection of the SCI
clock source, see table 13.9 in section 13.3, Operation.
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Bit 1: Bit O:
CKE1 CKEO Description

0 0 Asynchronous mode Internal clock, SCK pin used for input pin (input signal
is ignored or output pin output level is undefined)

Clocked synchronous mode Internal clock, SCK pin used for synchronous clock

output*1
0 1 Asynchronous mode Internal clock, SCK pin used for clock output*?
Clocked synchronous mode Internal clock, SCK pin used for synchronous clock
output
1 0 Asynchronous mode External clock, SCK pin used for clock input*3
Clocked synchronous mode External clock, SCK pin used for synchronous clock
input
1 1 Asynchronous mode External clock, SCK pin used for clock input*3

Clocked synchronous mode External clock, SCK pin used for synchronous clock
input

Notes: 1. Initial value
. The output clock frequency is the same as the bit rate.
. The input clock frequency is 16 times the bit rate.

w N

13.2.7 Serial Status Register (SSR)

The serial status register (SSR) is an 8-hit register containing multiprocessor bit values, and status
flags that indicate the SCI operating status.

The CPU can always read and write to SSR, but cannot write 1 in the status flags (TDRE, RDRF,
ORER, PER, and FER). These flags can be cleared to 0 only if they have first been read (after
being set to 1). Bits2 (TEND) and 1 (MPB) are read-only bits that cannot be written. SSR is
initialized to H'84 by areset and in standby and modul e standby mode.

Bit. 7 6 5 4 3 2 1 0

Bitname: | TDRE | RDRF | ORER | FER | PER | TEND | MPB | MPBT |
Initial value: 1 0 0 0 0 1 0 0
RW: RIW)* RIW)* RIW)* RIW)* RIW) R R RIW

Note: The only value that can be written is a O to clear the flag.

e Bit 7—Transmit Data Register Empty (TDRE): Indicates that the SCI has |oaded transmit data
from TDR into TSR and new serial transmit data can be writtenin TDR.
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Bit 7. TDRE Description

0 TDR contains valid transmit data

TDRE is cleared to 0 when software reads TDRE after it has been set to 1, then
writes 0 in TDRE, or the DMAC writes data in TDR.

1 TDR does not contain valid transmit data (Initial value)

TDRE is set to 1 when the chip is reset or enters standby mode, the TE bit in the
serial control register (SCR) is cleared to 0, or TDR contents are loaded into
TSR, so new data can be written in TDR.

» Bit 6—Receive Data Register Full (RDRF): Indicates that RDR contains received data.

Bit 6: RDRF Description

0 RDR does not contain valid receive data (Initial value)

RDRF is cleared to 0 when the chip is reset or enters standby mode, software
reads RDRF after it has been set to 1, then writes 0 in RDRF, or the DMAC
reads data from RDR.

1 RDR contains valid received data

RDRF is set to 1 when serial data is received normally and transferred from RSR
to RDR.

Note: RDR and RDRF are not affected by detection of receive errors or by clearing of the RE bit
to 0 in the serial control register. They retain their previous contents. If RDRF is still setto 1
when reception of the next data ends, an overrun error (ORER) occurs and the received
data is lost.

e Bit 5—Overrun Error (ORER): Indicates that data reception ended abnormally due to an
OVerrun error.

Bit 5: ORER Description

0 Receiving is in progress or has ended normally*! (Initial value)

ORER is cleared to 0 when the chip is reset or enters standby mode, or software
reads ORER after it has been set to 1, then writes 0 in ORER.

1 A receive overrun error occurred
ORER is set to 1 if reception of the next serial data ends when RDRF is setto 1.

Notes: 1. Clearing the RE bit to 0 in the serial control register does not affect the ORER bit, which
retains its previous value.
2. RDR continues to hold the data received before the overrun error, so subsequent
receive data is lost. Serial receiving cannot continue while ORER is set to 1. In clocked
synchronous mode, serial transmitting is disabled.
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e Bit 4—Framing Error (FER): Indicates that data reception ended abnormally due to a framing
error in asynchronous mode.

Bit 4: FER

Description

0

Receiving is in progress or has ended normally (Initial value)

Clearing the RE bit to 0 in the serial control register does not affect the FER bit,
which retains its previous value.

FER is cleared to 0 when the chip is reset or enters standby mode, or software
reads FER after it has been set to 1, then writes 0 in FER.

A receive framing error occurred

When the stop bit length is two bits, only the first bit is checked. The second stop
bit is not checked. When a framing error occurs, the SCI transfers the receive
data into RDR but does not set RDRF. Serial receiving cannot continue while
FER is set to 1. In clocked synchronous mode, serial transmitting is also
disabled.

FER is set to 1 if the stop bit at the end of receive data is checked and found to
be 0.

» Bit 3—Parity Error (PER): Indicates that data reception (with parity) ended abnormally dueto
aparity error in asynchronous mode.

Bit 3: PER Description

0 Receiving is in progress or has ended normally (Initial value)
Clearing the RE bit to O in the serial control register does not affect the PER bit,
which retains its previous value.
PER is cleared to 0 when the chip is reset or enters standby mode, or software
reads PER after it has been set to 1, then writes 0 in PER.

1 A receive parity error occurred
When a parity error occurs, the SCI transfers the receive data into RDR but does
not RDRF. Serial receiving cannot continue while PER is set to 1. In clocked
synchronous mode, serial transmitting is also disabled.
PER is set to 1 if the number of 1s in receive data, including the parity bit, does
not match the even or odd parity setting of the parity mode bit (O/E) in the serial
mode register (SMR).
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e Bit 2—Transmit End (TEND): Indicates that when the last bit of a serial character was
transmitted, TDR did not contain valid data, so transmission has ended. TEND is aread-only
bit and cannot be written.

Bit 2. TEND Description

0 Transmission is in progress
TEND is cleared to 0 when software reads TDRE after it has been set to 1, then
writes 0 in TDRE, or the DMAC writes data in TDR.

1 End of transmission (Initial value)

TEND is set to 1 when the chip is reset or enters standby mode, TE is cleared to
0 in the serial control register (SCR), or TDRE is 1 when the last bit of a one-byte
serial character is transmitted.

e Bit 1—Multiprocessor Bit (MPB): Stores the value of the multiprocessor hit in receive data
when amultiprocessor format is selected for receiving in asynchronous mode. MPB is a read-
only bit and cannot be written.

Bit 1: MPB Description

0 Multiprocessor bit value in receive data is 0 (Initial value)
If RE is cleared to 0 when a multiprocessor format is selected, MPB retains its
previous value.

1 Multiprocessor bit value in receive data is 1

e Bit 0—Multiprocessor Bit Transfer (MPBT): Stores the value of the multiprocessor bit added
to transmit data when a multiprocessor format is selected for transmitting in asynchronous
mode. The MPBT setting isignored in clocked synchronous mode, when a multiprocessor
format is not selected, or when the SCI is not transmitting.

Bit 0: MPBT Description
0 Multiprocessor bit value in transmit data is 0 (Initial value)
1 Multiprocessor bit value in transmit data is 1
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13.28 Bit Rate Register (BRR)

The bit rate register (BRR) is an 8-hit register that, together with the baud rate generator clock
source selected by the CKS1 and CKS0 bitsin the serial mode register (SMR), determines the
serial transmit/receive bit rate.

The CPU can always read and write to BRR. BRR isinitialized to H'FF by areset and in standby
mode.

Bit: 7 6 5 4 3 2 1 0
Bit name: | | | | | | | | |
Initial value: 1 1 1 1 1 1 1 1

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Table 13.3 shows examples of BRR settings in asynchronous mode; table 13.4 shows examples of
BBR settings in clocked synchronous mode.
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Table13.3 Bit Ratesand BRR Settingsin Asynchronous M ode

¢ (MHz)

4 4.9152 8 9.8304
Bit Rate n N Error n N Error n N Error Error
(bits/s) (%) (%) (%) n N (%)
110 1 70 003 1 86 031 1 141 0.03 1 174 -0.26
150 0 207 016 O 255 000 1 103 016 1 127 0.00
300 0 103 016 O 127 0.00 O 207 016 O 255 0.00
600 0 51 016 O 63 0.00 O 103 0.16 O 127 0.00
1200 0 25 016 O 31 000 O 51 016 O 63  0.00
2400 0 12 016 O 15 000 O 25 016 O 31 0.00
4800 — — — 0 7 0.00 O 12 016 O 15 0.00
9600 - = = 0 3 000 — — — 0 0.00
19200 - = = 0 1 000 — — — 0 0.00
31250 0 0 0.00 — — — 0 1 0.00 — — —
38400 - = = 0 0 000 — — — 0 1 0.00

@ (MHz)

12 14.7456 16 19.6608
Bit Rate Error Error Error Error
(bits/s) n N (%) n N (%) n N (%) n N (%)
110 1 212 003 2 64 070 2 70 003 2 86 0.31
150 1 155 016 1 191 0.00 1 207 016 1 255 0.00
300 1 77 016 1 95 0.00 1 103 0.16 1 127 0.00
600 0 155 0.16 O 191 0.00 O 207 016 O 255 0.00
1200 0 77 016 O 95 000 O 103 016 O 127 0.00
2400 0 38 016 O 47 0.00 O 51 016 O 63 0.00
4800 0 19 -234 0 23 000 O 25 016 O 31 0.00
9600 0 -234 0 11 000 O 12 016 O 15  0.00
19200 0 4 -234 0 5 0.00 — — — 0 0.00
31250 0 000 — — — 0 3 0.00 O -1.70
38400 - = = 0 2 000 — — — 0 0.00
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Table13.3 Bit Ratesand BRR Settingsin Asynchronous M ode (cont)

¢ (MHz)

20 24 24.576 28.7
Bit Rate Error Error Error Error
(bits/s) n N (%) n N (%) n N (%) n N (%)
110 2 88 -0.25 2 106 -0.44 2 108 0.08 2 126 0.31
150 2 64 016 2 77 016 2 79 000 2 92  0.46
300 1 129 016 1 155 016 1 159 000 1 186 -0.08
600 1 64 016 1 77 0.16 1 79 0.00 1 92 0.46
1200 0 129 016 O 155 016 O 159 000 O 186 -0.08
2400 0 64 016 O 77 016 O 79 000 O 92  0.46
4800 0 32 -1.36 O 38 016 O 39 0.00 O 46 -0.61
9600 0 15 173 O 19 -234 0 19 000 O 22 155
19200 0 173 0 9 -234 0 9 0.00 O 11  -2.68
31250 0 4 0.00 O 0.00 O 240 O 6 2.50
38400 0 173 0 4 -234 0 4 0.00 O 5 -2.68
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Table13.4 Bit Ratesand BRR Settingsin Clocked Synchronous M ode

¢ (MHz)
Bit Rate 4 8 16 28.7
(bits/s) n N n N n N n N
110 2 141 3 70 3 141 3 254
250 1 249 2 124 2 249 3 111
500 1 124 1 249 2 124 2 223
1k 0 249 1 124 1 249 2 111
2.5k 0 99 0 199 1 99 1 178
5k 0 49 0 99 0 199 1 89
10k 0 24 0 49 0 99 0 178
25k 0 0 19 0 39 0 71
50k 0 4 0 0 19 0 35
100k — — 0 4 0 9 0 17
250k 0 0* 0 0 3 — —
500k 0 o* 0 1 — —
M 0 o* — —
Note: Settings with an error of 1% or less are recommended.

Explanation of symbols:
Blank: No setting possible
—:  Setting possible, but error occurs
*. Continuous transmission/reception not possible
The BRR setting is calculated as follows:
Asynchronous mode:

N = - x 106 — 1
256 x 22"~ 1 x B

Clocked synchronous mode:

N = ma— x 106 — 1
32 x 2"~ x B

Bit rate (bit/s)
BRR setting for baud rate generator (0 < N < 255)
Operating frequency (MHz)

37z

see table 13.6.)
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Table13.5 SMR Settings

SMR Settings

n Clock Source CKS1 CKSO
0 @4 0 0
1 @16 0 1
2 @164 1 0
3 ©/256 1 1
The bit rate error for asynchronous mode is given by the following equation:

6 0
Error (%) = ¢ x 10 - 1H x 100
B(N+1) x B x 256 x 2201

Table 13.6 shows the maximum bit rates in asynchronous mode when the baud rate generator is
being used. Tables 13.7 and 13.8 show the maximum rates for external clock input.

Table13.6 Maximum Bit Ratesfor Various Frequencieswith Baud Rate Generator

(Asynchronous M ode)
Settings
¢ (MHz) Maximum Bit Rate (bits/s) n N
4 31250 0 0
4.9152 38400 0 0
8 62500 0 0
9.8304 76800 0 0
12 93750 0 0
14.7456 115200 0 0
16 125000 0 0
19.6608 153600 0 0
20 156250 0 0
24 187500 0 0
24.576 192000 0 0
28.7 224218 0 0

350
HITACHI



Table13.7 Maximum Bit Rateswith External Clock Input (Asynchronous M ode)

@ (MHz) External Input Clock (MHz) Maximum Bit Rate (bits/s)
4 0.2500 15625
4.9152 0.3072 19200
8 0.5000 31250
9.8304 0.6144 38400
12 0.7500 46875
14.7456 0.9216 57600
16 1.0000 62500
19.6608 1.2288 76800
20 1.2500 78125
24 1.5000 93750
24,576 1.5360 96000
28.7 1.79375 112109

Table13.8 Maximum Bit Rateswith External Clock Input (Clocked Synchronous M ode)

@ (MHz) External Input Clock (MHz) Maximum Bit Rate (bits/s)
8 0.3333 333333.3

16 0.6667 666666.7

24 1.0000 1000000.0

28.7 1.1958 1195833.3
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13.3 Operation

13.3.1 Overview

For serial communication, the SCI has an asynchronous mode in which characters are
synchronized individually, and a clocked synchronous mode in which communication is
synchronized with clock pulses. Asynchronous/clocked synchronous mode and the communication
format are selected in the serial mode register (SMR), as shown in table 13.9. The SCI clock
source is selected by the C/A bit in the serial mode register (SMR) and the CKE1 and CKEQ bits
in the seria control register (SCR), as shown in table 13.10.

Asynchronous M ode;

» Datalengthis selectable. seven or eight bits.

» Parity and multiprocessor bits are selectable, asis the stop bit length (one or two bits). The
preceding sel ections constitute the communication format and character length.

« Inreceiving, it is possible to detect framing errors, parity errors, overrun errors, and the break
state.

* Aninterna or external clock can be selected as the SCI clock source.

O When aninternal clock is selected, the SCI operates using the built-in baud rate generator,
and can output a serial clock signal with afrequency matching the bit rate.

0 When an external clock is selected, the external clock input must have a frequency 16 times
the bit rate. (The built-in baud rate generator is not used.)

Clocked Synchronous M ode:

« The communication format has afixed eight-bit data length.
» Inreceiving, it is possible to detect overrun errors.
e Aninternal or external clock can be selected as the SCI clock source.
O When aninternal clock is selected, the SCI operates using the built-in baud rate generator,
and outputs a synchronous clock signal to external devices.

0 When an external clock is selected, the SCI operates on the input synchronous clock. The
built-in baud rate generator is not used.
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Table13.9 Serial Mode Register Settingsand SCI Communication Formats

SMR Settings SCI Communication Format
Bit7 Bit6 Bit5 Bit2 Bit3 Data Parity  Multipro- Stop Bit
Mode C/A CHR PE MP STOP Length Bit cessor Bit Length
Asynchronous 0 0 0 0 0 8-bit Not set Not set 1 bit
1 2 bits
1 0 Set 1 bit
1 2 bits
1 0 0 7-bit Not set 1 bit
1 2 bits
1 0 Set 1 bit
1 2 bits
Asynchronous 0 0 * 1 0 8-bit Not set Set 1 bit
(multiprocessor * 1 2 bits
format) —_—
1 * 0 7-bit 1 bit
* 1 2 bits
Clocked 1 * * * * 8-bit Not set Not set None
synchronous
Note: Asterisks (*) in the table indicate don’t care bits.
Table13.10 SMR and SCR Settingsand SCI Clock Source Selection
SMR SCR Settings SCI Transmit/Receive Clock
Bit7 Bitl BitO
Mode C/A  CKE1l CKEO Clock Source SCK Pin Function
Asynchronous 0 0 0 Internal SCI does not use the SCK pin
1 Outputs a clock with frequency
matching the bit rate
1 0 External Inputs a clock with frequency 16 times
the bit rate
1
Clocked synch- 1 0 0 Internal Outputs the synchronous clock
ronous 1
1 0 External Inputs the synchronous clock
1
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13.3.2 Operation in Asynchronous Mode

In asynchronous mode, each transmitted or received character begins with a start bit and ends with
astop bit. Serial communication is synchronized one character at atime.

The transmitting and receiving sections of the SCI are independent, so full duplex communication
is possible. The transmitter and receiver are both double buffered, so data can be written and read
while transmitting and receiving are in progress, enabling continuous transmitting and receiving.

Figure 13.2 shows the general format of asynchronous serial communication. In asynchronous
serial communication, the communication lineis normally held in the mark (high) state. The SCI
monitors the line and starts serial communication when the line goes to the space (low) state,
indicating a start bit. One serial character consists of astart bit (low), data (LSB first), parity bit
(high or low), and stop bit (high), in that order.

When receiving in asynchronous mode, the SCI synchronizes on the falling edge of the start bit.
The SCI samples each data bit on the eighth pulse of a clock with afrequency 16 times the bit rate.
Receive datais latched at the center of each bit.

Idle (mark) state

1 (LSB) (MSB) 1
serial | o | b, | b, | b, | Dy | D, | Dy | D D, [0n]1 1
data -

State Parity| Stop
bit bit bit
] Transmit/receive data W _
1 bit1 7 or 8 bits | 1or | 1or

no bit 2 bits

One unit of communication data (character or frame)

A
A

Figure13.2 Example of Data Format in Asynchronous Communication
(8-Bit Data with Parity and Two Stop Bits)
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Transmit/Receive For mats. Table 13.11 shows the 12 communication formats that can be
selected in asynchronous mode. The format is selected by settingsin the serial mode register
(SMR).

Table13.11 Serial Communication Formats (Asynchronous M ode)

SMR Bits Serial Transmit/Receive Format and Frame Length
CHR PE MP STOP 1 2 3 4 5 6 7 8 9 10 11 12

0 0 0 0 |START| 8-bit data | STOP |

0 0 0 1 |START| 8-bit data | STOP | STOP|

0 1 0 0 |START| 8-bit data | P |sTOP|

0 1 0 1 |START| 8-bit data | P |STOP STOP|
1 0 0 0 |START| 7-bit data | STOP|

1 0 0 1 |START| 7-bit data | STOP| STOP |

1 1 0 0 |START| 7-bit data | P |sToP|

1 1 0 1 |START| 7-bit data | P |sTOP sTOP|

0 — 1 0 |START| 8-bit data | MPB | STOP |

0 — 1 1 |START| 8-bit data | MPB | STOP | STOP|
1 — 1 0 |START| 7-bit data | MPB | STOP |

1 — 1 1 |START| 7-bit data | MPB | STOP | STOP|

—: Don't care bits.
START: Start bit
STOP: Stop bit

P: Parity bit

MPB: Multiprocessor bit
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Clock: Aninternal clock generated by the built-in baud rate generator or an external clock input
from the SCK pin can be selected as the SCI transmit/receive clock. The clock sourceis selected
by the C/A bit in the serial mode register (SMR) and bits CKE1 and CKEOQ in the serial control
register (SCR) (table 13.9).

When an external clock isinput at the SCK pin, it must have afrequency egual to 16 timesthe
desired bit rate.

When the SCI operates on an internal clock, it can output a clock signal at the SCK pin. The
freguency of this output clock is equal to the bit rate. The phase isaligned asin figure 13.3 so that
therising edge of the clock occurs at the center of each transmit data bit.

S ) [ o B O

| o |po|[p1|D2| D3| pa|D5|D6|D7[0L| 1 1

B 1 frame

»
“ r‘

Figure 13.3 Output Clock and Serial Data Timing (Asynchr onous M ode)
Transmitting and Receiving Data

SCI Initialization (Asynchronous M ode): Before transmitting or receiving, clear the TE and RE
bitsto 0 in the seria control register (SCR), then initialize the SCI as follows.

When changing the operation mode or communication format, always clear the TE and RE bitsto
0 before following the procedure given below. Clearing TE to 0 sets TDRE to 1 and initializes the
transmit shift register (TSR). Clearing RE to 0, however, does not initialize the RDRF, PER, FER,
and ORER flags and receive data register (RDR), which retain their previous contents.

When an external clock is used, the clock should not be stopped during initialization or subsequent
operation. SCI operation becomes unreliable if the clock is stopped.

Figure 13.4 shows a sample flowchart for initializing the SCI. The procedure for initializing the
SCl isasfollows:

1. Select the communication format in the serial mode register (SMR).
2. Write the value corresponding to the bit rate in the bit rate register (BRR) unless an external
clock is used.

3. Select the clock sourcein the serial control register (SCR). Leave RIE, TIE, TEIE, MPIE, TE
and RE cleared to 0. If clock output is selected in asynchronous mode, clock output starts
immediately after the setting is made in SCR.
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. Wait for at least the interval required to transmit or receive one bit, then set TE or RE in the
serial control register (SCR) to 1. Also set RIE, TIE, TEIE and MPIE as necessary. Setting TE
or RE enables the SCI to use the TxD or RxD pin. Theinitial states are the mark state when

transmitting, and the idle state when receiving (waiting for a start bit).

< Initialization >
[

Clear TE and RE bits in SCRto 0
I

Select transmit/receive @
format in SMR

[
Set value in BRR @

Set CKE1 and CKEO bits in SCR ©)
(TE and RE bits are 0)

P Wait

Has a 1-bit
interval elapsed?

No

Set TE and RE bitsin SCRto 1 @
and set RIE, TEIE, and MPIE bits

( = )

Note: Circled numbers refer to the preceding description of the procedure in the text.

Figure13.4 Sample Flowchart for SCI Initialization
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Transmitting Serial Data (Asynchronous Mode): Figure 13.5 shows a sample flowchart for
transmitting serial data. The procedure for transmitting serial datais as follows:

1. SCI status check and transmit data write: read the seria status register (SSR), check that the
TDRE bit is 1, then write transmit data in the transmit dataregister (TDR) and clear TDRE
to 0.

2. To continue transmitting serial data, read the TDRE bit to check whether it is safe to write (if it
reads 1); if so, write datain TDR, then clear TDRE to 0. When the DMAC is started by a
transmit-data-empty interrupt request (TX1) in order to write datain TDR, the TDRE hit is
checked and cleared automatically.

( Start transmission >

-

Read TDRE bit in SSR @

No

Yes

Write transmit data to TDR and
clear TDRE bit in SSR to 0

Read TEND bit in SSR

No

Yes

( End transmission >

Note: Circled numbers refer to the preceding description of the procedure in the text.

Figure13.5 Sample Flowchart for Transmitting Serial Data
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In transmitting serial data, the SCI operates as follows:

1. The SCI monitorsthe TDRE bit in SSR. When TDRE is cleared to O, the SCI recognizes that
the transmit data register (TDR) contains new data, and loads this datafrom TDR into the
transmit shift register (TSR).

2. After loading the datafrom TDR into TSR, the SCI setsthe TDRE bit to 1 and starts
transmitting. If the transmit-data-empty interrupt enable bit (TIE) issetto 1 in SCR, the SCI
reguests a transmit-data-empty interrupt (TX1) at thistime.

Serial transmit datais transmitted in the following order from the TxD pin:
a. Start bit: one 0-bit is output.
b. Transmit data: seven or eight bits of data are output, LSB first.

c. Parity bit or multiprocessor bit: one parity bit (even or odd parity) or one multiprocessor bit
is output. Formats in which neither a parity bit nor a multiprocessor bit is output can also
be selected.

d. Stop bit: one or two 1-hits (stop hits) are output.

Mark state: output of 1-bits continues until the start bit of the next transmit data.

3. The SCI checks the TDRE bit when it outputs the stop bit. If TDRE is 0, the SCI loads new
datafrom TDR into TSR, outputs the stop bit, then begins serial transmission of the next
frame. If TDRE is 1, the SCI setsthe TEND bit to 1 in SSR, outputs the stop bit, then
continues output of 1-bits (mark state). If the transmit-end interrupt enable bit (TEIE) in SCR
isset to 1, atransmit-end interrupt (TEI) is requested.

Figure 13.6 shows an example of SCI transmit operation in asynchronous mode.
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Start Parity Stop Start Parity Stop

1 bit Data bit  bit bit Data bit it 1
1 )) ))
Sg”f' | 0 | Do| D1| | D7| om.| 1 | 0 | Do| D1| | D7|(y1| 1 Idle
ata 5 5 (mark)
State

(¢

))
TDRE |
(C
))

wo 1| 1] «

| | )) | )) A
TXl interrupt  TXI interrupt TXI interrupt

request handler writes request TE! interrupt
generated  datato TDR generated request
and clears generated
TDRE bitto 0
A 1 frame

Example: 8-bit data with parity and one stop bit

Figure13.6 Exampleof SCI Transmit Operation in Asynchronous Mode
(8-Bit Data with Parity and One Stop Bit)

Recelving Serial Data (Asynchronous M ode): Figure 13.7 shows a sample flowchart for
receiving serial data. The procedure for receiving serial datais asfollows:

1. Receive error handling: if areceive error occurs, read the ORER, PER and FER bits of the SSR
to identify the error. After executing the necessary error handling, clear ORER, PER and FER
al to 0. Receiving cannot resume if ORER, PER or FER remain set to 1.

2. SCI status check and receive-dataread: read the serial status register (SSR), check that RDRF
isset to 1, then read receive data from the receive data register (RDR) and clear RDRF to O.
The RXI interrupt can also be used to determineif the RDRF bit has changed from O to 1.

3. To continue receiving serial data: read the RDRF and RDR bits and clear RDRF to 0 before the
stop bit of the current frame isreceived. If the DMAC is started by areceive-data-full interrupt
(RXI) to read RDR, the RDRF bit is cleared automatically so this step is unnecessary.
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( Start reception >

Read ORER, PER, and FER
bits in SSR

PER, FER, ORER =17

Error handling

Read RDRF bit in SSR ®

No

Yes

Read receive data in RDR, and @
clear RDRF bitin SSRto 0

All data received?

Clear RE bitin SCRto 0

< End reception >

Note: Circled numbers refer to the preceding description of the procedure in the text.

Figure13.7 Sample Flowchart for Receiving Serial Data
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( Error handling >

No

Yes

Overrun error handling

>
Ll

No

Yes

Framing error handling

‘l
g

Yes

Parity error handling

>

Clear ORER, PER, and
FER bits in SSRto 0

( o )

Note: Circled numbers refer to the preceding description of the procedure in the text.

Figure13.7 Sample Flowchart for Receiving Serial Data (cont)
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In receiving, the SCI operates as follows:

1

The SCI monitors the receive data line. When it detects a start bit (0), the SCI synchronizes
internally and starts receiving.

Receive datais shifted into RSR in order from LSB to MSB.

The parity bit and stop bit are received. After receiving these bits, the SCI makes the following

checks:

a. Parity check: the number of 1sin the receive data must match the even or odd parity setting
of the O/E bit in SMR.

b. Stop bit check: the stop bit value must be 1. If there are two stop bits, only the first stop bit
is checked.

c. Statuscheck: RDRF must be 0 so that receive data can be loaded from RSR into RDR.

If these checks all pass, the SCI sets RDRF to 1 and stores the received datain RDR. If one of
the checks fails (receive error), the SCI operates asindicated in table 13.11.

Note: When areceive error flag is set, further receiving is disabled. In reception, the RDRF
bit is not set to 1. Be sureto clear the error flags.

After setting RDRF to 1, if the receive-data-full interrupt enable bit (RIE) isset to 1 in SCR,
the SCI requests a receive-data-full interrupt (RX1). If one of the error flags (ORER, PER, or
FER) is set to 1 and the receive-data-full interrupt enable bit (RIE) in SCR is also set to 1, the
SCI requests areceive-error interrupt (ERI).

Figure 13.8 shows an example of SCI receive operation in asynchronous mode.

Table13.12 Receive Error Conditionsand SCI Operation

Receive Error  Abbreviation Condition Data Transfer
Overrun error ORER Receiving of next data ends while Receive data not loaded
RDRF is still set to 1 in SSR from RSR into RDR
Framing error FER Stop bitis 0 Receive data loaded from
RSR into RDR
Parity error PER Parity of receive data differs from Receive data loaded from

even/odd parity setting in SMR RSR into RDR
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Start Parity Stop Start Parity Stop

bit Data  bit bit bit Data bit  bit 1
i )) ))
serial 0 |Do|Di| [D7|on| 1|0 |Do|Di| |Dr]on]o | Idle
ata 5 S (mark)
‘ state
TDRE ,—\
(( (
)) * 7
RXI interrupt
FER request generated
S ‘ 5 T
1 frame > RXI interrupt ERI interrupt
handler reads request generated
data and clears by framing error
RDRF bitto 0

Figure 13.8 Example of SCI Receive Operation
(8-Bit Data with Parity and One Stop Bit)

13.3.3  Multiprocessor Communication

The multiprocessor communication function enables several processors to share asingle serial
communication line. The processors communicate in asynchronous mode using a format with an
additional multiprocessor bit (multiprocessor format).

In multiprocessor communication, each receiving processor is addressed by aunique ID. A serial
communication cycle consists of an ID-sending cycle that identifies the receiving processor, and a
data-sending cycle. The multiprocessor bit distinguishes |D-sending cycles from data-sending
cycles. The transmitting processor starts by sending the ID of the receiving processor with which it
wants to communicate as data with the multiprocessor bit set to 1. Next, the transmitting processor
sends transmit data with the multiprocessor bit cleared to O.

Recelving processors skip incoming data until they receive data with the multiprocessor bit set to
1. When they receive data with the multiprocessor bit set to 1, receiving processors compare the
datawith their IDs. The receiving processor with amatching ID continues to receive further
incoming data. Processors with IDs not matching the received data skip further incoming data
until they again receive data with the multiprocessor bit set to 1. Multiple processors can send and
receive datain this way.

Figure 13.9 shows an example of communication among processors using the multiprocessor
format.
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Transmitting

processor

v Serial communication line

v ! v !
Receiving Receiving Receiving Receiving

processor A

Serial
data

(ID = 01)

processor B

processor C

processor D

(ID=02)

(ID = 03)

(ID = 04)

H'01

(MPB = 1)

H'AA

(MPB = 0)

\ 4

A

\ 4
A

Data transmit cycle =
data transmission to
receiving station specified
by ID

ID transmit cycle =
receiving station
specification

MPB: Multiprocessor bit

Figure13.9 Example of Communication among Processor s Using M ultiprocessor Format
(Sending Data H'AA to Receiving Processor A)

Communication Formats: Four formats are available. Parity-bit settings are ignored when the
multiprocessor format is selected. For details see table 13.8.

Clock: See the description in the asynchronous mode section.

Transmitting Multiprocessor Serial Data: Figure 13.10 shows a sample flowchart for
transmitting multiprocessor seria data. The procedure for transmitting multiprocessor serial datais
asfollows:

1. SCI status check and transmit data write: read the serial status register (SSR), check that the
TDRE bit is 1, then write transmit datain the transmit data register (TDR). Also set the MPBT
(multiprocessor bit transfer) bit to O or 1in SSR. Findly, clear TDRE to 0.

2. To continue transmitting serial data, read the TDRE bit to check whether it is safe to write (if it
reads 1); if so, write datain TDR, then clear TDRE to 0. When the DMAC is started by a
transmit-data-empty interrupt request (TX1) to write datain TDR, the TDRE bit is checked and
cleared automatically.
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( Start transmission )

[¢
[C

| Read TDREbitinSSR | @

e

Yes

Write transmit data to TDR
and set MPBT bit in SSR

| Clear TDRE bit to 0 |

| Read TEND bit in SSR |

e

Yes
( End transmission )

Note: Circled numbers refer to the preceding description of the procedure in the text.

Figure 13.10 Sample Flowchart for Transmitting Multiprocessor Serial Data

In transmitting serial data, the SCI operates as follows:

1. The SCI monitorsthe TDRE bit in SSR. When TDRE is cleared to 0 the SCI recognizes that
the transmit data register (TDR) contains new data, and loads this data from TDR into the
transmit shift register (TSR).

2. After loading the datafrom TDR into TSR, the SCI setsthe TDRE bit to 1 and starts
transmitting. If the transmit-data-empty interrupt enable bit (TIE) in SCRis set to 1, the SCI
reguests a transmit-data-empty interrupt (TXI) at thistime.

Serial transmit data is transmitted in the following order from the TxD pin:

a

o oo 0oT

366

Start bit: one 0 bit is output.

Transmit data: seven or eight bits are output, L SB first.

Multiprocessor bit: one multiprocessor bit (MPBT value) is output.

Stop bit: one or two 1-bits (stop bits) are output.

Mark state: output of 1-bits continues until the start bit of the next transmit data.
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3. The SCI checks the TDRE hit when it outputs the stop bit. If TDRE is 0, the SCI loads data
from TDR into TSR, outputs the stop bit, then begins serial transmission of the next frame. If
TDRE is 1, the SCI setsthe TEND hit in SSR to 1, outputs the stop hit, then continues output
of 1-bitsin the mark state. If the transmit-end interrupt enable bit (TEIE) in SCRissetto 1, a
transmit-end interrupt (TEI) is requested at thistime.

Multi- Multi-
processor processor
Start bit Stop Start bit Stop
Sori 1 bit D%ta v bit  bit D%ta vy bit 1
o | 0| Do|Di| |D7|on| 1| o0]|Do|Di| [Drforn]1 Idle
ata { { (mark)
state
(¢
TDRE j |
()(
TEND T T T
I T
TXlinterrupt  TXI interrupt TXI interrupt TEI interrupt
request handler writes request request
generated datato TDR generated generated
and clears
‘ TDRE bitto 0
F 1 frame -

Figure13.11 Example of SCI Multiprocessor Transmit Operation
(8-Bit Data with Multiprocessor Bit and One Stop Bit)

Recelving Multiprocessor Serial Data: Figure 13.12 shows a sample flowchart for receiving
multiprocessor serial data. The procedure for receiving multiprocessor serial datais as follows.

1. 1D receive cycle: set the MPIE hit in the serial control register (SCR) to 1.

2. SCI status check, 1D reception and comparison: read the seria status register (SSR), check that
RDRF is set to 1, then read data from the receive dataregister (RDR) and compare with the
processor’sown ID. If the ID does not match the receive data, set MPIE to 1 again and clear
RDRF to 0. If the ID matches the receive data, clear RDRF to 0.

3. Receive error handling: if areceive error occurs (figure 13.12 (cont)), read the ORER and FER
bitsin SSR to identify the error. After executing the necessary error handling, clear both
ORER and FER to 0. Receiving cannot resume if ORER or FER remains set to 1. When a
framing error occurs, the RxD pin can be read to detect the break state.

4. SCI status check and data receiving: read SSR, check that RDRF is set to 1, then read data
from the receive data register (RDR).
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Start reception

»
>

| Set MPIE bit in SCR to 1 |
I
Read ORER and FER
bits in SSR

FER =1 or ORER = 1?

| Read RDRF bit in SSR |

Yes
| Read receive data in RDR |

Is ID this
processor’s ID?

Yes [«
Read ORER and FER
bits in SSR

FER =1 or ORER = 1?

| Read RDRF bit in SSR |

Yes

| Read receive data in RDR |

All data received?

| Clear RE bit in SCR to 0 |

( ' )

End reception

®

( Error handling )

Note: Circled numbers refer to the preceding description of the procedure in the text.
Figure13.12 Sample Flowchart for Receiving Multiprocessor Serial Data
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( Error handling

—

No

Yes

QOverrun error handling

‘l
»

No

Yes

Framing error handling

»
|

Clear ORER and
FER bits in SSRto 0

( e )

Figure13.12 Sample Flowchart for Receiving Multiprocessor Serial Data (cont)
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Figure 13.13 shows an example of SCI receive operation using a multiprocessor format.

Start Data Stop Start Data Stop
1 it (ID1) « MPB bit bit (datal) . MPB  hit 1
Serial | /) ’ Idl
0| Dg| D D 1 1 0 D D D 0 1 e
@ o[ mfo:[[or]r 1 ]o[m[ou] o] 0] e
state

( «

U U
MPB |
(C

)]

5 5
MPIE

RDRF " / «
~DR / / \ 5(} \
value X/ \ « ID1 \

“ \ \

RXI interrupt request RXI interrupt handler ID is not this No RXI
(multiprocessor reads RDR data processor’s ID, interrupt
interrupt) and clears RDRF so MPIE bit is generated;
generated, MPIE =0 bitto 0 setto 1 again RDR state
is held

Figure 13.13 Example of SCI Receive Operation
(Own 1D Does Not Match Data, 8-Bit Data with Multiprocessor Bit and One Stop Bit)
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Start Data Stop Start Data Stop

1 it (ID2) B MPB bit bit (Data2) B MPB bit 1
Serial | Y 7 1dlin
( (¢
U U
MPB |
55
(C
)
MPIE

il

[(¢
D
RDRF / \
(C
RDR »
value D1 A/ ID2 X Data2

e Y

RXI interrupt RXI interrupt ID is that of MPIE
request handler this processor, bit setto 1
(multiprocessor reads RDR data So reception again
interrupt) and clears continues unchanged
generated, RDRF bitto 0 and data is received
MPIE =0 by the RXI interrupt
handler

Figure 13.13 Example of SCI Receive Operation
(Own 1D Matches Data, 8-Bit Data with Multiprocessor Bit and One Stop Bit) (cont)

13.34 Clocked Synchronous Operation

In clocked synchronous mode, the SCI transmits and receives data in synchronization with clock
pulses. This mode is suitable for high-speed serial communication.

The SCI transmitter and receiver are independent, so full duplex communication is possible while
sharing the same clock. The transmitter and receiver are also double buffered, so continuous
transmitting or receiving is possible by reading or writing data while transmitting or receiving isin
progress.

Figure 13.14 shows the general format in clocked synchronous serial communication.
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Transfer direction
One unit of communication data (character or frame)

<
< >

Serial clock T

LSB MSB
Serial data Bit 0 )( Bit 1)( Bit 2)( Bit 3 )( Bit 4 )( Bit 5 )( Bit 6 )( Bit 7

Note: High except in continuous transmitting or receiving.

Figure 13.14 Data Format in Clocked Synchronous Communication

In clocked synchronous serial communication, each data bit is output on the communication line
from one falling edge of the serial clock to the next. Datais guaranteed valid at the rising edge of
the serial clock. In each character, the serial data bits are transmitted in order from LSB (first) to
MSB (last). After output of the MSB, the communication line remains in the state of the MSB. In
clocked synchronous mode, the SCI transmits or receives data by synchronizing with the falling
edge of the serial clock.

Communication Format: The data length isfixed at eight bits. No parity bit or multiprocessor bit
can be added.

Clock: Aninternal clock generated by the built-in baud rate generator or an external clock input
from the SCK pin can be selected as the SCI transmit/receive clock. The clock sourceis selected
by the C/A bit in the serial mode register (SMR) and bits CKE1 and CKEOQ in the serial control
register (SCR). See table 13.9.

When the SCI operates on an internal clock, it outputs the clock signal at the SCK pin. Eight clock
pulses are output per transmitted or received character. When the SCI is hot transmitting or
receiving, the clock signal remainsin the high state.

Figure 13.15 shows an example of SCI transmit operation. In transmitting serial data, the SCI
operates as follows.

1. The SCI monitorsthe TDRE bit in SSR. When TDRE is cleared to 0 the SCI recognizes that
the transmit data register (TDR) contains new data and |oads this data from TDR into the
transmit shift register (TSR).

2. After loading the datafrom TDR into TSR, the SCI setsthe TDRE bit to 1 and starts
transmitting. If the transmit-data-empty interrupt enable bit (TIE) in SCRis set to 1, the SCI
reguests a transmit-data-empty interrupt (TXI) at thistime.

If clock output mode is selected, the SCI outputs eight synchronous clock pulses. If an external
clock sourceis selected, the SCI outputs data in synchronization with the input clock. Datais
output from the TxD pin in order from LSB (bit 0) to MSB (bit 7).
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3. The SCI checks the TDRE hit when it outputs the MSB (bit 7). If TDRE is 0, the SCI loads
datafrom TDR into TSR, transmits the MSB, then begins serial transmission of the next frame.
If TDRE is 1, the SCI setsthe TEND bit in SSR to 1, transmits the M SB, then holds the
transmit data pin (TxD) in the MSB state. If the transmit-end interrupt enable bit (TEIE) in
SCRisset to 1, atransmit-end interrupt (TEI) isrequested at thistime.

4. After the end of serial transmission, the SCK pinis held in the high state.

Transfer direction

4—
Serial clock
LSB « MSB «
Serial data BitO X Bit1 X © X Bit7){Bito X Bit1 X . X Bit6 X Bit7
P 7
)
TDRE «
A A 7 A
TEND « «
U P ﬂ‘
TXI interrupt TXI interrupt TXI interrupt TEl interrupt
request handler writes data request request
generated to TDR and clears  generated generated
TDRE bitto 0
1 frame |

Figure 13.15 Example of SCI Transmit Operation
Transmitting and Receiving Data

SCI Initialization (Clocked Synchronous M ode): Before transmitting or receiving, software
must clear the TE and RE bitsto 0 in the serial control register (SCR), then initialize the SCI as
follows.

When changing the mode or communication format, always clear the TE and RE bits to 0 before
following the procedure given below. Clearing TE to 0 sets TDRE to 1 and initializes the transmit
shift register (TSR). Clearing RE to O, however, does not initialize the RDRF, PER, FER, and
ORER flags and receive data register (RDR), which retain their previous contents.

Figure 13.16 shows a sample flowchart for initializing the SCI. The procedure for initiaizing the
SCl isasfollows.

1. Select the communication format in the serial mode register (SMR).

2. Write the value corresponding to the bit rate in the bit rate register (BRR) unless an external
clock isused.
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3. Select the clock sourcein the serial control register (SCR). Leave RIE, TIE, TEIE, MPIE, TE
and RE cleared to 0.

4. Wait for at least the interval required to transmit or receive one bit, then set TE or RE in the
seria control register (SCR) to 1. Also set RIE, TIE, TEIE and MPIE.

( Initialization >
|

Clear TE and RE bits in SCRto 0

Set transmit/receive format in SMR  |(D

Set value in BRR

Set RIE, TIE, TEIE, MPIE, CKEL,
and CKEO bits in SCR ®
(TE and RE are 0)

[ Wait

Has a 1-bit
period elapsed?

No

Set TE and RE bits in SCR to 1 and @
set RIE, TIE, TEIE, and MPIE bits

( )

Note: Circled numbers refer to the preceding description of the procedure in the text.

Figure13.16 Sample Flowchart for SCI Initialization

Transmitting Serial Data (Clocked Synchronous Mode): Figure 13.17 shows a sample
flowchart for transmitting serial data. The procedure for transmitting serial datais as follows.

1. SCI status check and transmit data write: read the serial status register (SSR), check that the
TDRE bit is 1, then write transmit data in the transmit dataregister (TDR) and clear TDRE
to 0.

2. To continue transmitting serial data, read the TDRE bit to check whether it is safe to write (if it
reads 1); if so, write datain TDR, then clear TDRE to 0. When the DMAC is started by a
transmit-data-empty interrupt request (TX1) to write datain TDR, the TDRE bit is checked and
cleared automatically.
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( Start transmission >

[l

Read TDRE bit in SSR @

No

Yes

Write transmssion data to TDR
and clear TDRE bitin SSRto 0

All data transmitted?

Read TEND bit in SSR

No

Yes
Clear TE bitin SCRto 0

|
< End transmission >

Note: Circled numbers refer to the preceding description of the procedure in the text.

Figure13.17 Sample Flowchart for Serial Transmitting

Recelving Serial Data (Clocked Synchronous Mode): Figure 13.18 shows a sample flowchart
for receiving serial data. When switching from asynchronous mode to clocked synchronous mode,
make sure that ORER, PER, and FER are cleared to 0. If PER or FER is set to 1, the RDRF hit
will not be set and both transmitting and receiving will be disabled. Figure 13.19 shows an
example of the SCI receive operation.

The procedure for receiving serial datais as follows:

1. Receive error handling: if areceive error occurs, read the ORER bit in SSR to identify the
error. After executing the necessary error handling, clear ORER to 0. Transmitting/receiving
cannot resume if ORER remains set to 1.
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2. SCI status check and receive data read: read the seria status register (SSR), check that RDRF
is set to 1, then read receive data from the receive data register (RDR) and clear RDRF to 0.
The RXI interrupt can also be used to determine if the RDRF bit has changed from O to 1.

3. To continue receiving serid data: read RDR, and clear RDRF to 0 before the MSB (bit 7) of
the current frameis received. If the DMAC is started by areceive-data-full interrupt (RXI) to
read RDR, the RDRF hit is cleared automatically so this step is unnecessary.

< Start reception >

>
Ll

Read ORER bit in SSR

Yes
ORER = 1? | ©
No < Error processing >
Read RDRF bit in SSR @)

No

Yes

Read receive data in RDR and @
clear RDRF bitin SSRto 0

All data received?

Clear RE bitin SCRt0 0
[

< End reception >

Note: Circled numbers refer to the preceding description of the procedure in the text.

Figure 13.18 Sample Flowchart for Serial Receiving
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( Error handling >

No

Yes

Overrun error handling

!

Clear ORER bitin SSRto 0
|

)

Figure 13.18 Sample Flowchart for Serial Receiving (cont)

Transfer direction
-

seraiciocc | [ | [ 1L LTI L
Sggf‘;:)(BmXBnoxff X Bit7 X Bito X Bit1 X :’:’XBimXBit?
U U

«
| 7

RDRF
«

ORER // [ \ . |_

«
U \ U ?

RXI interrupt | RXI interrupt RXI interrupt ERI interrupt
request handler reads request request
generated |data and clears generated generated

RDRF bitto 0 by overrun
P error
1 frame

Figure13.19 Example of SCI Receive Operation
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In receiving, the SCI operates as follows:

1

The SCI synchronizes with serial clock input or output and initializesinternally.

2. Receive datais shifted into RSR in order from LSB to MSB. After receiving the data, the SCI

checks that RDRF is 0 so that receive data can be loaded from RSR into RDR. If this check
passes, the SCI sets RDRF to 1 and stores the received datain RDR. If the check does not pass
(receive error), the SCI operates as indicated in table 13.8. The RDRF hit is not set to 1. Be
sure to clear the error flag.

After setting RDRF to 1, if the receive-data-full interrupt enable bit (RIE) isset to 1 in SCR,
the SCI requests areceive-data-full interrupt (RX1). If the ORER bit is set to 1 and the receive-
data-full interrupt enable bit (RIE) in SCR isalso set to 1, the SCI requests a receive-error
interrupt (ERI).

Transmitting and Receiving Serial Data Simultaneously (Clocked Synchronous M ode):
Figure 13.20 shows a sample flowchart for transmitting and receiving serial data simultaneously.
The procedure for transmitting and receiving seria data simultaneously is as follows:

1

SCI status check and transmit data write: read the serial status register (SSR), check that the
TDRE bitis 1, then write transmit data in the transmit dataregister (TDR) and clear TDRE to
0. The TXI interrupt can also be used to determine if the TDRE bit has changed from O to 1.

Receive error handling: if areceive error occurs, read the ORER bit in SSR to identify the
error. After executing the necessary error handling, clear ORER to 0. Transmitting/receiving
cannot resume if ORER remains set to 1.

SCI status check and receive data read: read the seria status register (SSR), check that RDRF
isset to 1, then read receive data from the receive dataregister (RDR) and clear RDRF to 0.
The RXI interrupt can also be used to determine if the RDRF bit has changed from 0 to 1.

To continue transmitting and receiving seria data: read the RDRF bit and RDR, and clear
RDRF to 0 before the MSB (bit 7) of the current frame is received. Also read the TDRE hit to
check whether it is safe to write (if it reads 1); if so, write datain TDR, then clear TDRE to O
before the MSB (bit 7) of the current frame is transmitted. When the DMAC is started by a
transmit-data-empty interrupt request (TX1) to write datain TDR, the TDRE hit is checked and
cleared automatically. When the DMAC is started by areceive-data-full interrupt (RX1) to read
RDR, the RDRF bit is cleared automatically.
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( Start transmission/reception >

‘I
=1

Read TDRE bit in SSR @)

No

Yes

Write transmit data to TDR
and clear TDRE bitin SSRto 0

|

Read ORER bit in SSR

ORER =17 ves
=17 | ®

No ( Error handling >

Read RDRF bit in SSR ®

No

Yes

Read receive data in RDR
and clear RDRF bit in SSR to 0 @

All data
transmitted/received?

No

Clear TE and RE bits
inSCRto 0
I

( End transmission/reception >

Note: When switching from transmitting or receiving to simultaneous transmitting and receiving,
clear both TE and RE to 0, then set both TE and RE to 1.
Circled numbers refer to the preceding description of the procedure in the text.

Figure13.20 Sample Flowchart for Serial Transmitting
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134  SCI Interrupt Sourcesand the DMAC

The SCI has four interrupt sources in each channel: transmit-end (TEI), receive-error (ERI),
receive-data-full (RX1), and transmit-data-empty (TXI). Table 13.13 lists the interrupt sources and
indicates their priority. These interrupts can be enabled and disabled by the TIE, RIE, and TEIE
bitsin the serial control register (SCR). Each interrupt request is sent separately to the interrupt
controller.

TXI isrequested when the TDRE bit in SSR is set to 1. TXI can start the direct memory access
controller (DMAC) to transfer data. TDRE is automatically cleared to O when the DMAC writes
datain the transmit data register (TDR).

RXI isrequested when the RDRF bit in SSRis set to 1. RX| can start the DMAC to transfer data.
RDRF isautomatically cleared to 0 when the DMAC reads the receive dataregister (RDR).

ERI isrequested when the ORER, PER, or FER bit in SSR is set to 1. ERI cannot start the DMAC.

TEI isrequested when the TEND bit in SSRis set to 1. TEI cannot start the DMAC. Where the
TXI interrupt indicates that transmit data writing is enabled, the TEI interrupt indicates that the
transmit operation is complete.

Table13.13 SCI Interrupt Sources

Interrupt Source Description DMAC Availability Priority
ERI Receive error (ORER, PER, or FER) No High
RXI Receive data register full (RDRF) Yes 1
TXI Transmit data register empty (TDRE) Yes !
TEI Transmit end (TEND) No Low

See section 4, Exception Handling, for information on the priority order and relationship to non-
SClI interrupts.

135 Usage Notes
Note the following points when using the SCI.

TDR Writeand TDRE Flag: The TDRE bit in the serial status register (SSR) is a status flag
indicating loading of transmit datafrom TDR into TSR. The SCI sets TDRE to 1 when it transfers
datafrom TDR to TSR. Data can be written to TDR regardless of the TDRE bit status. If new data
iswritten in TDR when TDRE is 0, however, the old data stored in TDR will be lost because the
data has not yet been transferred to TSR. Before writing transmit datato TDR, be sure to check
that TDRE isset to 1.
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Simultaneous Multiple Receive Errors. Table 13.14 indicates the state of the SSR status flags
when multiple receive errors occur simultaneously. When an overrun error occurs, the RSR

contents cannot be transferred to RDR, so receive datais|ost.

Table13.14 SSR StatusFlagsand Transfer of Receive Data

SSR Status Flags

Receive Error Status RDRF

ORER FER

PER

Receive Data
Transfer
RSR - RDR

Overrun error

0

Framing error

Parity error

Overrun error + parity error

Framing error + parity error

1
0
0
Overrun error + framing error 1
1
0
1

Overrun error + framing error + parity
error

Rlo|lkr|Rr| oo

RlRr|lo|lrkr|o|r

RlRkr|Rr|O|lRr|O|O

X|O|X|X|0O|0O

O: Receive data is transferred from RSR to RDR.
X: Receive data is not transferred from RSR to RDR.

Break Detection and Processing: In the break state, the input from the RxD pin consists of all Os,
so FER is set and the parity error flag (PER) may also be set. In the break state, the SCI receiver

continues to operate, so if the FER bit is cleared to O, it will be set to 1 again.

Receive Error Flags and Transmitter Operation (Clocked Synchronous Mode Only): When a
receive error flag (ORER, PER, or FER) is set to 1, the SCI will not start transmitting even if
TDRE isset to 1. Be sureto clear the receive error flags to 0 before starting to transmit. Note that
clearing RE to 0 does not clear the receive error flags.

Recelve Data Sampling Timing and Receive Margin in Asynchronous Mode: In asynchronous
mode, the SCI operates on a base clock of 16 times the bit rate frequency. In receiving, the SCI
synchronizes internally with the falling edge of the start bit, which it samples on the base clock.
Receive datais latched on the rising edge of the eighth base clock pulse. See figure 13.21.
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16 clocks
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_ —7.5clocks :: +7.5 clocks _

Receive

data (RxD) | startbit | DO [ b1

Synchronization !
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timing

Data

sampling v
timing

Figure13.21 Receive Data Sampling Timing in Asynchronous Mode
The receive margin in asynchronous mode can therefore be expressed as in egquation 1.

Equation 1:

M:E)E—i—l@—(L—O.S)F—w(1+F) x 100%
2N N

Receive margin (%)

Ratio of clock frequency to bit rate (N = 16)
Clock duty cycle (D = 0-1.0)

Frame length (L = 9-12)

. Absolute deviation of clock frequency

Mmooz

From equation (1), if F=0and D = 0.5 the receive margin is 46.875%, as given by eguation 2.

Equation 2:
D =05F=0
M =(0.5-1/(2 x 16)) x 100%

=46.875%

Thisisatheoretical value. A reasonable margin to alow in system designs is 20-30%.
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Constraintson DMAC Use:

*  When using an external clock source for the serial clock, update TDR with the DMAC, and
then after twenty system clock cycles or more elapse, input atransmit clock. If atransmit clock
isinput in the first four states after TDR is written, an error may occur (figure 13.22).

* Beforereading the receive dataregister (RDR) with the DMAC, select the receive-data-full
interrupt of the SCI as an activation source using the resource select bit (RS) in the channel
control register (CHCR).

see || L L L)L

TDRE "]
><DO><D1><D2><D3><D4><D5><D6><D7><:

Note: During external clock operation, an error may occur if t is 4 states or less.

Figure 13.22 Example of Clocked Synchronous Transmission with DMAC
Cautionsfor Clocked Synchronous External Clock M ode:

e Set TE=RE =1 only when external clock SCK is 1.
» Donot set TE =RE =1 until at least four clock cycles after external clock SCK has changed
fromOto 1.

*  When receiving, RDRF is set to 1 when RE is cleared to 0 2.5-3.5 clocks after the rising edge
of the RxD D7 bit SCK input, but it cannot be copied to RDR.

Caution for Clocked Synchronous Internal Clock M ode: When receiving, RDRF issetto 1
when RE is cleared to 0 1.5 clocks after the rising edge of the RxD D7 bit SCK output, but it
cannot be copied to RDR.
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Section 14 Power-Down Modes

141 Overview

The SH7604 has a modul e standby function (which selectively halts operation of some on-chip
peripheral modules), a sleep mode (which halts CPU function), and a standby mode (which halts
all functions).

14.1.1 Power-Down M odes

In addition to the sleep mode and standby mode, the SH7604 also has a third power-down mode,
the modul e standby function, which halts the DMAC, multiplication unit, division unit, free-
running timer, and SCI on-chip peripheral modules.

Table 14.1 shows the transition conditions for entering the modes from the program execution
state, as well as the CPU and peripheral module states in each mode and the procedures for
canceling each mode.
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Table14.1 Power-Down M odes

State
CPU, FRT, SCI,
Transition MULT, UBC, DMAC, DIV, Canceling
Mode Condition Clock Cache BSC INTC, WDT, Pins Procedure
Sleep SLEEP Runs  Halted Runs Runs Runs 1. Interrupt
mode instruction _ 2 DMA
execut.ed with address
SBY bit setto 0 error
in SBYCR
3. Power-
on reset
4. Manual
reset
Standby SLEEP Halted Halted Held Halted Held or high 1. NMI
mode instruction impedance interrupt
execut_ed with 2 Power-
SBY bit setto 1 on reset
in SBYCR
3. Manual
reset
Module  MSTP bit for Runs Run Runs When FRT and Clear MSTP
standby relevant module (MULT MSTP bit SCI pins bitto 0
function issettol is held) is 1, the are
supply of initialized,
the clock to and others
the relevant operate.
module is
halted.
1412 Register
Table 14.2 shows the register configuration.
Table14.2 Register Configuration
Name Abbreviation R/W Initial Value Address
Standby control register SBYCR R/W  H'60 H'FFFFFE91
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14.2  Description of Register

1421  Standby Control Register (SBYCR)

The standby control register (SBY CR) is an 8-bit read/write register that sets the power-down
mode. SBY CR isinitialized to H'00 by areset.

Bitt 7 6 5 4 3 2 1 0
Bitname:| SBY | HIZ | — | MSTP4| MSTP3| MSTP2| MSTP1| MSTPO |
Initial value: 0 0 0 0 0 0 0 0
RW: RW  RW  — RW RW RW RW  RW

« Bit 7—Standby (SBY): Specifies transition to standby mode. The SBY bit cannot be setto 1
while the watchdog timer is running (when the TME bit in the WDt sWTCSR register is 1).
To enter the standby mode, halt the WDT (set the TME bit in WTCSR to 0) and set the SBY
bit.

Bit 7: SBY Description
0 Executing a SLEEP instruction puts the chip into sleep mode (Initial value)
1 Executing a SLEEP instruction puts the chip into standby mode

» Bit 6—Port High Impedance (HIZ): Selects whether output pins are set to high impedance or
retain the output state in standby mode. When HIZ = 0 (initial state), the specified pin retains
its output state. When HIZ = 1, the pin goes to the high-impedance state. See Appendix A.1,
Pin States during Resets, Power-Down States and Bus Release State, for which pins are
controlled.

Bit 6: HIZ Description
0 Pin state retained in standby mode (Initial value)
1 Pin goes to high impedance in standby mode

» Bit 5—Reserved: This bit aways reads 0. The write value should always be 0.

* Bit4: Module stop 4 (MSTP4): Specifies halting the clock supply to the DMAC. When
MSTPA4 bit is set to 1, the supply of the clock to the DMAC is halted. When the clock halts, the
DMAC retainsits pre-halt state. When MSTPA4 is cleared to 0 and the DMAC begins running
again, its starts operating from its pre-halt state. Set this bit while the DMAC is halted; this bit
cannot be set while the DMAC is operating (transferring data).
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Bit 4: MSTP4 Description
0 DMAC running (Initial value)
1 Clock supply to DMAC halted

* Bit 3—Module Stop 3 (MSTP3): Specifies halting the clock supply to the multiplication unit
(MULT). When the MSTP3 bit is set to 1, the supply of the clock to MULT is halted. When
the clock halts, MULT retainsits pre-halt state. This bit should be set when the MULT is
halted.

Bit 3: MSTP3 Description
0 MULT running (Initial value)
1 Clock supply to MULT halted

* Bit2—Module Stop 2 (MSTP2): Specifies halting the clock supply to the division unit
(DIVU). When the MSTP2 hit is set to 1, the supply of the clock to DIVU is halted. When the
clock halts, the DIV U registersretain their pre-halt state. This bit should be set when the DIVU
is halted.

Bit 2. MSTP2  Description
0 DIVU running (Initial value)
1 Clock supply to DIVU halted

e Bit 1—Module Stop 1 (MSTP1): Specifies halting the clock supply to the 16-bit free-running
timer (FRT). When the MSTP1 bit is set to 1, the supply of the clock to the FRT is halted.
When the clock halts, all FRT registers are initialized except the FRT interrupt vector register
in INTC, which holdsits previous value. When MSTPL1 is cleared to 0 and the FRT begins
running again, its starts operating from itsinitial state.

Bit 1: MSTP1  Description
0 FRT running (Initial value)
1 Clock supply to FRT halted

« Bit 0—Module Stop 0 (MSTPO0): Specifies halting the clock supply to the serial
communication interface (SCI). When the MSTPO bit is set to 1, the supply of the clock to the
SCl ishalted. When the clock halts, all SCI registers are initialized except the SCI interrupt
vector register in INTC, which holds its previous value. When MSTPO is cleared to O and the
SCI begins running again, its starts operating from itsinitial state.
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Bit 0: MSTPO  Description

0 SCI running (Initial value)

1 Clock supply to SCI halted

143 Sleep Mode

1431 Transition to Sleep Mode

Executing the SLEEP instruction when the SBY bit in SBY CR is 0 causes atransition from the
program execution state to sleep mode. Although the CPU halts immediately after executing the
SLEEP instruction, the contents of itsinternal registers remain unchanged. The on-chip peripheral
modules continue to run in sleep mode.

14.3.2 Canceling Sleep Mode
Sleep mode is canceled by an interrupt, DMA address error, power-on reset, or manual reset.

Cancellation by an Interrupt: When an interrupt occurs, sleep mode is canceled and interrupt
exception handling is executed. Sleep mode is not canceled if the interrupt cannot be accepted
because its priority level is equal to or less than the mask level set in the CPU’ s status register
(SR) or if an interrupt by an on-chip peripheral module is disabled at the peripheral module.

Cancellation by a DMA AddressError: If aDMA address error occurs, sleep mode is canceled
and DMA address error exception handling is executed.

Cancellation by a Power-On Reset: A power-on reset cancels sleep mode.

Cancellation by a Manual Reset: A manual reset cancels sleep mode.
144  Standby Mode

1441 Transtion to Standby Mode

To enter standby mode, set the SBY bit to 1 in SBY CR, then execute the SLEEP instruction. The
chip switches from the program execution state to standby mode. The NMI interrupt cannot be
accepted when the SLEEP instruction is executed, or for the following five cycles. In standby
mode, power consumption is greatly reduced by halting not only the CPU, but the clock and on-
chip peripheral modules as well. CPU register contents are held, and some on-chip periphera
modules are initialized.
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Table14.3 Register Statesin Standby Mode

Registers that Retain

Registers with

Module Registers Initialized Data Undefined Contents
Interrupt controller — All registers —

(INTC)

User break controller — All registers —

(UBC)

Bus state controller — All registers —

(BSC)

DMAC DMA channel control All registers except DMA —
register 0 channel control register
DMA channel control  0» DMA channel control
register 1 reglstgr 1, angl DMA
) ] operation register
DMA operation register
DIvU — — All registers

Watchdog timer (WDT)

Bits 7-5 of the timer
control/status register

Reset control/status
register

Bits 2—0 of the timer
control/status register

Timer counter

16-bit free-running timer  All registers — —
(FRT)
Serial communication All registers — —

interface (SCI)

Others — Standby control register —
Frequency modification
register

1442 Canceling Standby Mode

Standby mode is canceled by an NMI interrupt, a power-on reset, or a manual reset.

Cancellation by an NMI: When arising edge or falling edge is detected in the NMI signal, after
the elapse of the time set in the WDT timer control/status register, clocks are supplied to the entire
chip, standby mode is canceled, and NMI exception handling begins.

Cancellation by a Power-On Reset: A power-on reset cancels standby mode.

Cancellation by a Manual Reset: A manual reset cancels standby mode.
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1443 Standby Mode Cancellation by NMI

The following example describes moving to the standby mode upon the fall of the NMI signal and

clearing the standby when the NMI signal rises. Figure 14.1 shows the timing.

When the NMI pin level changes from high to low after the NMI edge select bit

(NMIE) of the

interrupt control register (ICR) has been set to O (detect falling edge), an NMI interrupt is
accepted. When the NMIE bit is set to 1 (detect rising edge) by the NMI exception service routine,
the standby bit (SBY) of the standby control register (SBY CR) is set to 1 and a SLEEP instruction

is executed, the standby mode is entered. The standby mode is cleared the next ti
level changes from low level to high level.

me the NMI pin

Oscillator . |
| )] | |
| (« | ‘
CKIO » ‘/I/I/I/__ IREEEEE
(output) 1 LU L L
| | |
| h T T
NMI ! | |
« ! (C ‘ !
) T )) ‘ ‘
| | | | |
NMIE | | | | |
\ ( ‘ ‘ ‘ !
| )] | | | |
| | | | |
| | | | |
| ‘ s ; 1 |
|
SBY | | | Oscillation |
| (( I | . . I
! ) | | settling time |
INMI | "
exception } } I WDT |
handling | Standby mode | | set time !
I » »l »l » »
‘ Exception ' 'Start of "NMI exception
service routine, oscillation handling
SBY =1,

SLEEP instruction

Figure14.1 Standby Mode Cancellation by NM|

14.4.4 Clock Pause Function

When the clock isinput from the CKIO pin, the clock frequency can be modified or the clock
stopped. The SH7604 has a CKPREQ/CKM pin for this purpose. The clock pause function is used
as described below. Note that clock pauses are not accepted while the watchdog timer (WDT) is
operating (i.e. when the timer enable bit (TME) in the WDT’ stimer control/status register

(WTCSR) is 1).

HITACHI

391




1. Setthe TME bit in the watchdog timer's WTCSR register to O.

2. Set the overflow timein bits CKS2 to CK S0 bits in the watchdog timer’s WTCSR register
(overflow time should be calculated using the clock frequency after modification).

3. After the SLEEP instruction is executed and standby mode is entered, apply alow level from
the CKPREQ/CKM pin.

4. When the chip isinternally ready to modify the operating clock, alow level is output from the
CKPACK pin.

5. After the CKPACK pin goes low, the clocks are stopped and the frequency is modified. The
internal chip stateis the same asin standby mode.

6. When the clock pause state (standby) is canceled, the WDT starts to count up at the falling
edge or rising edge of the NMI pin (when the NMIE bit of INTC is set).

7. When afrequency is modified, the CKPACK pin goes high after the time set by the WDT, and
the clock pause function gives external notification that the chip can again be operated
(standby modeis canceled).

8. When aclock ishalted, the clock is applied again to the CKIO pin and NMI input is generated.
After the time set by the WDT, the CKPACK pin goes high, and the clock pause function gives
external notification that the chip can again be operated (standby mode is canceled).

The standby state, al internal functions and all pin states during clock pause are equivalent to
those of the normal standby mode. Figure 14.2 shows the timing chart for the clock pause
function.

| Clock frequency modification

CKIO input 55 |_,

I 5

T Clock pause request cancellation

CKPREQ/CKM input

Standby time

|
S— |
CKPACK output !
| (( ((
| | ) ) :
NMI input ! ! |
o !
e ! L NMI
Waiting for | WDT | exception
L )
|
|
»
1

A

Figure14.2 Clock Pause Function Timing
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1445 Noteson Standby Mode

1. When the SH7604 enters standby mode during use of the cache, disable the cache before
making the mode transition. Initialize the cache beforehand when the cache is used after
returning to standby mode. The contents of the on-chip RAM are not retained in standby mode
when cacheis used as on-chip RAM.

2. If an on-chip peripheral register iswritten in the 10 clock cycles before the SH7604 transits to
standby mode, read the register before executing the SL EEP instruction.

3. When using clock mode 0, 1, or 2, the CKIO pin isthe clock output pin. Note the following
when standby mode is used in these clock modes. When standby modeis canceled by NMI, an
unstable clock is output from the CK1O pin during the oscillation settling time after NMI input.
This also appliesto clock output in the case of cancellation by a power-on reset or manual
reset. Power-on reset and manual reset input should be continued for a period at least equal to
for the oscillation settling time.

145 Module Standby Function

145.1 Transition to Module Standby Function

By setting one of standby control register bits MSTPA-M STPO to 1, the supply of the clock to the
corresponding on-chip peripheral module can be halted. This function can be used to reduce the
power consumption in sleep mode. Do not perform read/write operations for amodule in module
standby mode.

The external pins and registers of the DMAC, MULT, and DIVU on-chip peripheral modules
retain their states prior to halting. The external pins of the FRT and SCI are reset and all their
registers are initialized.

Do not switch on-chip peripheral modules to module standby mode while they are running.

145.2 Clearing the Module Standby Function

Clear the module standby function by clearing the MSTP4-MSTPO bits, or by a power-on reset or
manual reset.

To effect amodule stop, halt the relevant module or disable interrupts.
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Section 15 Electrical Characteristics (5V Version)

15.1  Absolute Maximum Ratings
Table 15.1 shows the absolute maximum ratings.

Table15.1 Absolute Maximum Ratings

Item Symbol Rating Unit

Power supply voltage Vee -0.3t0 +7.0 \%

Input voltage Vin -0.3t0 Ve + 0.3 \%

Operating temperature Topr —20to +75 °C

Storage temperature Tstg —-55to0 +125 °C

Caution: Operating the chip in excess of the absolute maximum rating may result in permanent
damage.
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152

DC Characteristics

Tables 15.2 and 15.3 list DC characteristics.

Table15.2 DC Characteristics (Conditions. Vcc =5.0V +10%, Ta=-20to +75° C)

Item Symbol Min Typ Max Unit Test Conditions
Input high- RES, NMI, ViH Vee—-05 —  Vee+03 V During standby
level MD5-MDO Vec—07 —  Vec+0.3 V. Normal operation
voltage
EXTAL, CKIO Vec—07 —  Vec+03 V
Other input pins 2.2 —  Vect+03 V
Input low- RES, NMI, VL -0.3 — 05 \% During standby
level MD5-MDO -0.3 — 08 V  Normal operation
voltage - -
Other input pins -0.3 — 038 \%
Input leak RES [lin] — — 1.0 MA  Vin=0.5t0Vcc-05V
current NMI, MD5-MDO — — 10 MA  Vin=0.5t0Vec—05V
Other input pins — — 10 HA  Vin=05toVec-05V
3-state A26-A0, D31~ |ig|| — — 10 MA  Vin=0.5t0Vcc-05V
leak DO, BS, CS3-
current CSO0, RD/WR,
(while off)y RAS, CAS,
WE3-WEO, RD,
IVECF
Output All output pins  Vpon Vec-05 — — \Y, lon =—200 pA
high-level 35 _ v loy = —1 mA
voltage
Output All output pins Vg, — — 04 \% loL =1.6 mA
low-level
voltage
Input RES Cin — — 15 pF  Vin=0V
capaci- NMI _ — 15 pF f=1MHz
tance - Ta=25°C
All other input — — 15 pF
pins (including
D31-DO0)
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Table15.2 DC Characteristics (Conditions. Vcc =5.0V + 10%, Ta=-20to +75° C) (cont)

ltem Symbol Min Typ Max Unit Test Conditions
Current Normal lcc — 60 80 mA f=8MHz
consump- operation . 80 100 mA  f=16 MHz
ton — 110 160 mA f=28.7 MHz
Sleep — 30 55 mA f=8 MHz
— 50 70 mA f=16 MHz
— 80 100 mA f=28.7 MHz
Standby — 1 15 HA  Tas<50°C
— — 60 MA  50°C<Ta

Notes: 1. When no PLL is used, do not leave the PLLV ¢ and PLLVgg pins open. Connect
PLLVCC to VCC and PLLVSS to Vss.

2. Current consumption values shown are the values at which all output pins are without

load under conditions of V;y min = Vcc—0.5V, V;. max=0.5V.

Table15.3 Permitted Output Current Values (Conditions: Vcc =5.0V + 10%, Ta=-20t0

+75°C)
Item Symbol  Min Typ Max Unit
Output low-level permissible current (per pin) loL — — 2.0 mA
Output low-level permissible current (total) > loL — — 80 mA
Output high-level permissible current (per pin) —lon — — 2.0 mA
Output high-level permissible current (total) SHon — — 25 mA

Caution: To ensure chip reliability, do not exceed the output current values given in table 15.3.

HITACHI

397



15.3 AC Characteristics

1531 Clock Timing

Table15.4 Clock Timing (Conditions: Vcc =5.0V = 10%, Ta=-20t0 +75°C)

Item Symbol Min Max Unit  Figures
Operating frequency fop 4 28.7 MHz 15.1
Clock cycle time toye 35 143" or ns
2502
Clock high pulse width ten 81 or152 — ns
Clock low pulse width teL 81 or152 — ns
Clock rise time tcr — 5 ns
Clock fall time tcr — 5 ns
EXTAL clock input frequency fex 4 8 MHz 15.2
EXTAL clock input cycle time texeye 125 250 ns
EXTAL clock input low-level pulse width texL 50 — ns
EXTAL clock input high-level pulse width tExH 50 — ns
EXTAL clock input rise time tEXR — 5 ns
EXTAL clock input clock fall time texe — 5 ns
Power-on oscillation settling time tosci 10 — ms 15.3
Software standby oscillation settling time 1 togco 10 — ms 15.4
Software standby oscillation settling time 2 togcs 10 — ms 15.5
PLL synchronization settling time tpLL 1 — us 15.6
Notes: 1. With PLL circuit 1 operating.
2. With PLL circuit 1 not used.
-« foye >
tcL .
Vil
o Vg e
) tcr - tcr

Figure15.1 CKIO Input Timing
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EXTAL  1/2 Ve
(input)

Note: External clock input from EXTAL pin.

Figure15.2 EXTAL Clock Input Timing
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Note: Oscillation settling time when on-chip crystal oscillator is used.

Figure15.3 Oscillation Settling Time at Power-On
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EE— >

CKIO,
internal
clock

tRESW
RES \

Note: Oscillation settling time when on-chip crystal oscillator is used.

tosc2

A
vy

I
<~
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Figure15.4 Oscillation Settling Time at Standby Return (via RES)

Standby
period Stable oscillation
—> >
CKIO,
internal
clock
P toscs
NMI A
\ 5

Note: Oscillation settling time when on-chip crystal oscillator is used.

Figure15.5 Oscillation Settling Timeat Standby Return (via NMI)
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Figure15.6 PLL Synchronization Settling Time
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15.3.2 Control Signal Timing

Table15.5 Control Signal Timing (Conditions: Vcc =5.0V + 10%, Ta=-20t0 +75°C)

Item Symbol Min Max Unit Figure
RES rise, fall tres, | — 200 ns 157
tREST
RES pulse width tresw 20 — teye
NMI reset setup time tnmirs tcyc+10  — ns
NMI reset hold time tnmirn fcyce+10  — ns
NMI rise, fall tNMIr — 200 ns
tNMit
NMI minimum pulse width tiroes 3 — tcyc
RES setup time” tress 30 — ns 158,
NMI setup time” tamis 30 — ns 199
IRL3-IRLO setup time” tirLs 30 — ns
RES hold time tresy 10 — ns 158,
NMI hold time ta 10 — ns 199
IRL3-IRLO hold time tiRLH 10 — ns
BRLS setup time 1 (PLL on) tglssy 12tcyc+9 — ns  15.10
BRLS hold time 1 (PLL on) tgismr  9-1/2tcyc — ns
BGR delay time 1 (PLL on) tsgrDl — 1/2 tcyc + 18 ns
BRLS setup time 1 (PLL on, 1/4 cycle delay) tg gg; 1/4tcyc+9 — ns  15.10
BRLS hold time 1 (PLL on, 1/4 cycle delay)  tg g1 9 —1/4tcyc — ns
BGR delay time 1 (PLL on, 1/4 cycle delay) tegGrRD1 — 3/4 tcyc + 18 ns
BRLS setup time 2 (PLL off) talssy 9 — ns  15.11
BRLS hold time 2 (PLL off) tgisHz 19 — ns
BGR delay time 2 (PLL off) tsgrD2 — 28 ns

Note: The RES, NMI and IRL3-IRLO signals are asynchronous inputs, but when the setup times
shown here are observed, the signals are considered to have changed at clock fall. If the
setup times are not observed, recognition may be delayed until the next clock fall.
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Table15.5 Control Signal Timing (Conditions: Vcc =5.0V + 10%, Ta=-20t0 +75°C)

(cont)
Item Symbol Min Max Unit Figure
BREQ delay time 1 (PLL on) teropl  — 1/2tcyc+18 ns  15.12
BACK setup time 1 (PLL on) tgaksy 1/2tcyc+9 — ns
BACK hold time 1 (PLL on) tgaknr 9 —1/2tcyc — ns
BREQ delay time 1 (PLL on, 1/4 cycle delay) tgrop1 — 3/4tcyc +18 ns  15.12
BACK setup time 1 (PLL on, 1/4 cycle delay) tgaks: 1/4tcyc+9 — ns
BACK hold time 1 (PLL on, 1/4 cycle delay)  tgaxu1 = 9 — 1/4tcyc — ns
BREQ delay time 2 (PLL off) terop2  — 28 ns  15.13
BACK setup time 2 (PLL off) teaksz 9 — ns
BACK hold time 2 (PLL off) tgaknz 19 — ns
Bus tri-state delay time 1 (PLL on) tgorrr O 25 ns 15.10,
Bus buffer on time 1 (PLL on) tBON1 0 18 ns 15.12
Bus tri-state delay time 1 (PLL on, 1/4 cycle  tgoppr  1/4 tcyc 1/4 tcyc + 25 ns 15.10,
delay) 15.12
Bus buffer on time 1 (PLL on, 1/4 cycle delay) tgon: 1/4 tcyc 1/4 tcyc + 18 ns
Bus tri-state delay time 1 (PLL off) teorrr O 30 ns 15.11,
Bus buffer on time 1 (PLL off) tBoN1 0 25 ns 1513
Bus tri-state delay time 2 (PLL on) tgorrz  1/2 tcyc 1/2 tcyc + 25 ns 15.10,
Bus buffer on time 2 (PLL on) tBON2 1/2 tcyc 1/2 tcyc + 18 ns 15.12
Bus tri-state delay time 2 (PLL on, 1/4 cycle  tgorrz  3/4 tcyc 3/4 tcyc + 25 ns 15.10,
delay)
Bus buffer on time 2 (PLL on, 1/4 cycle delay) tgon2 3/4 tcyc 3/4 tcyc + 18 ns 15.12
Bus tri-state delay time 3 (PLL off) teorrz O 30 ns 15.11,
Bus buffer on time 3 (PLL off) teoN3 0 25 ns 1513
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Figure15.7 Reset Input Timing
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Figure15.8 Interrupt Signal Input Timing (With PLL 1 Off)
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Figure15.9 Interrupt Signal Input Timing (PLL1 On)
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Figure15.10 BusRelease Timing (Master Mode, PLL1 On)
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Figure15.11 BusRelease Timing (Master Mode, PLL 1 Off)
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Figure15.12 BusRelease Timing (Slave Mode, PLL1 On)
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Figure 15.13 BusRelease Timing (Slave Mode, PLL 1 Off)
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1533 BusTiming

Table15.6 BusTiming With PLL On[Mode 0, 4] (Conditions. Vcc =5.0V £10%,
Ta=-20t0+75°C)

Item Symbol  Min Max Unit Figures

Address delay time taD 3 18 ns 15.14, 15.20, 15.40,
15.52, 15.66, 15.68

BS delay time tasp — 21 ns  15.14, 15.20, 15.40,
15.52, 15.66

CS delay time 1 tespl — 21 ns  15.14, 15.20, 15.40,
15.52, 15.66

CS delay time 2 tespa — 1/2tcyc+21 ns  15.14, 15.66

Read/write delay time trRwD 3 18 ns 15.14, 15.20, 15.40,
15.52, 15.66

Read strobe delay time 1 trsD1 — 1/2 tcyc + 16 ns 15.14, 15.40, 15.52,
15.66, 15.68

Read data setup time 1 trDS1 1/2tcyc + 10 — ns 15.14, 15.40, 15.52,
15.66, 15.68

Read data setup time 3 trDS3 1/2tcyc+8 — ns 15.20

(SDRAM)

Read data hold time 2 tRDH2 0 — ns 15.14, 15.66

Read data hold time 4 tRDH4 0 — ns 15.20

(SDRAM)

Read data hold time 5 tRDHS5 0 — ns 15.40

(DRAM)

Read data hold time 6 tRDHG 0 — ns 15.52

(PSRAM)

Read data hold time 7 tRDH7 0 — ns 15.68

(interrupt vector)

Write enable delay time twED1 1/2tcyc+3 1/2tcyc+ 18 ns 15.14, 15.15, 15.52,
15.53

Write data delay time 1 twobp 3 18 ns 15.15, 15.27, 15.41,
15.53

Write data hold time 1 twDH1 3 — ns 15.15, 15.27, 15.41,
15.53

Data buffer on time tbon — 18 ns 15.15, 15.27, 15.41,
15.53

Data buffer off time tbor — 18 ns 15.15, 15.27, 15.41,

15.53
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Table15.6 BusTiming With PLL On [Mode 0, 4] (cont)

(Conditions: Ve =5.0V £10%, Ta=-20t0 +75°C)

Item Symbol  Min Max Unit Figures

DACK delay time 1 toacDl  — 18 ns  15.14, 15.20, 15.40,
15.52, 15.66

DACK delay time 2 tbacD2 — 1/2 tcyc + 18 ns 15.14, 15.20, 15.40,
15.52, 15.66

Wsetup time twTs 20 — ns 15.19, 15.43, 15.55,
15.66, 15.70

WAIT hold time twTH 5 — ns  15.19, 15.43, 15.55,
15.66, 15.70

RAS delay time 1 (SDRAM) traspr =~ — 18 ns  15.20

RAS delay time 2 (DRAM)  traspz  1/2tcyc+3  1/2tcyc+18 ns  15.40

CAS delay time 1 (SDRAM) tcaspr = — 18 ns  15.20

CAS delay time 2 (DRAM)  tcaspe 1/2tcyc+3 1/2tcyc + 18 ns 15.40

DQM delay time thomp — 18 ns 15.20

CKE delay time tckep — 21 ns 15.37

CE delay time 1 tcep1 1/2tcyc+3 1/2tcyc+18 ns  15.52

OE delay time 1 toep: — 1/2tcyc+18 ns  15.52

IVECF delay time tvp — 18 ns  15.68

Address input setup time tasIN 14 — ns 15.71

Address input hold time tAHIN 3 — ns 15.71

BS input setup time tass 15 — ns 15.71

BS input hold time tgsn 3 — ns 15.71

Read/write input setup time  tgws 15 — ns 15.71

Read/write input hold time  tgwH — ns 15.71

Address hold time 1 taHL 5 — ns 15.15
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Table15.7 BusTiming With PLL On and 1/4 Cycle Delay [Mode 1, 5]
(Conditions: Ve =5.0V £10%, Ta=-20t0 +75°C)

Item Symbol Min Max Unit Figures

Address delay time taD 1/4tcyc+3 1/dtcyc+ 18 ns 15.14, 15.20, 15.40,
15.52, 15.66, 15.68

BS delay time tasp — l/4tcyc+21 ns  15.14, 15.20, 15.40,
15.52, 15.66

CS delay time 1 tcspr — l/4tcyc+21 ns  15.14, 15.20, 15.40,
15.52, 15.66

CS delay time 2 teso — 3/4tcyc+21 ns  15.14, 15.66

Read/write delay time trRwD 1l/4tcyc+3 1/4tcyc+18 ns 15.14, 15.20, 15.40,
15.52, 15.66

Read strobe delay time 1 trgps — 3/4tcyc + 16 ns 15.14, 15.40, 15.52,
15.66, 15.68

Read data setup time 1 trDs1 1/4 tcyc + 10 — ns 15.14, 15.40, 15.52,
15.66, 15.68

Read data setup time 3 trRDS3 l/4tcyc+8 — ns 15.20

(SDRAM)

Read data hold time 2 tRDH2 0 — ns 15.14, 15.66

Read data hold time 4 tRDH4 0 — ns 15.20

(SDRAM)

Read data hold time 5 tRDHS5 0 — ns 15.40

(DRAM)

Read data hold time 6 tRDH6 0 — ns 15.52

(PSRAM)

Read data hold time 7 tRDH7 0 — ns 15.68

(interrupt vector)

Write enable delay time twED1 3/4tcyc+3 3/4tcyc+ 18 ns 15.14, 15.15, 15.52,
15.53

Write data delay time 1 twpbp 1/4tcyc+3 1ldtcyc +18 ns 15.15, 15.27, 15.41,
15.53

Write data hold time 1 twbH1 1/4tcyc+3 — ns 15.15, 15.27, 15.41,
15.53

Data buffer on time tbon — 1/4 tcyc + 18 ns 15.15, 15.27, 15.41,
15.53

Data buffer off time tbor — 1/4 tcyc + 18 ns 15.15, 15.27, 15.41,
15.53
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Table15.7 BusTiming With PLL On and 1/4 Cycle Delay [Mode 1, 5] (cont)

(Conditions: Ve =5.0V £10%, Ta=-20t0 +75°C)

Item Symbol Min Max Unit Figures

DACK delay time 1 tbacD1 — 1/4 tcyc + 18 ns 15.14, 15.20, 15.40,
15.52, 15.66

DACK delay time 2 tpacD?2 — 3/4tcyc + 18 ns 15.14, 15.20, 15.40,
15.52, 15.66

WAIT setup time twTs 20 -1/4tcyc — ns 15.19, 15.43, 15.55,
15.66, 15.70

WAIT hold time twTH 1l/4tcyc+5 — ns 15.19, 15.43, 15.55,
15.66, 15.70

RAS delay time 1 (SDRAM) tgraspi — 1/4 tcyc + 18 ns 15.20

RAS delay time 2 (DRAM)  trasp2 3/4tcyc+3 3/4tcyc+18 ns  15.40

CAS delay time 1 (SDRAM) tcaspi — l4tcyc+18 ns  15.20

CAS delay time 2 (DRAM)  tcaspe 3/4tcyc+3 3l/dtcyc +18 ns 15.40

DQM delay time tpomp — 1/4 tcyc + 18 ns 15.20

CKE delay time tckep — 1/4tcyc +21 ns 15.37

CE delay time 1 tcept 3/4tcyc+3 3l4tcyc+18 ns 1552

OE delay time 1 toens — 3/4tcyc+18 ns  15.52

IVECF delay time tvb — l/4tcyc+18 ns  15.68

Address input setup time tasIN 14 - 1/4 tcyc — ns 15.71

Address input hold time tAHIN 1/4tcyc+3 — ns 15.71

BS input setup time tass 15— 1/4 tcyc — ns 15.71

BS input hold time tesy Udtcyc+3 — ns 15.71

Read/write input setup time trys 15-1/4 tcyc — ns 15.71

Read/write input hold time  trywh 1/4tcyc+3 — ns 15.71

Address hold time 1 taH1 5 — ns 15.15
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Table15.8 BusTiming With PLL Off (CKI1O Input) [Mode 6]
(Conditions: Ve =5.0V £10%, Ta=-20t0 +75°C)

Item Symbol Min Max Unit Figures

Address delay time taD 13 28 ns 15.16, 15.38, 15.47,
15.60, 15.67, 15.69

BS delay time tasp — 30 ns  15.16, 15.38, 15.47,
15.60, 15.67

CS delay time 1 tcspr — 30 ns  15.16, 15.38, 15.47,
15.60, 15.67

CS delay time 3 tespa — 28 ns  15.16, 15.67

Read write delay time trwD 13 28 ns 15.16, 15.38, 15.47,
15.60, 15.67

Read strobe delay time 2 trgpo — 26 ns 15.16, 15.47, 15.60,
15.67, 15.69

Read data setup time 2 trDs2 10 — ns 15.16, 15.38, 15.47,
15.60, 15.67, 15.69

Read data hold time 2 tRDH2 0 — ns 15.16, 15.67

Read data hold time 3 tRDH3 15 — ns 15.38

Read data hold time 5 tRDH5 0 — ns 15.47

(DRAM)

Read data hold time 6 tRDH6 0 — ns 15.60

(PSRAM)

Read data hold time 7 tRDH7 0 — ns 15.69

(interrupt vector)

Write enable delay time 2 twep2 10 25 ns 15.17, 15.61

Write data delay time twpbp 10 25 ns 15.17, 15.39, 15.48,
15.61

Write data hold time 1 twDH1 3 ns 15.17, 15.39, 15.48,
15.61

Write data hold time 2 twDH2 5 ns 15.17

Write data hold time 3 twbH3 3 ns 15.61

DACK delay time 1 tpACD1 — 25 ns 15.16, 15.38, 15.47,
15.60, 15.67

DACK delay time 3 tpacD3 — 25 ns 15.16, 15.38, 15.47,
15.60, 15.67
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Table15.8 BusTiming With PLL Off (CKIO Input) [Mode 6] (cont)
(Conditions: Ve =5.0V +£10%, Ta=-20to +75°C)

Item Symbol Min Max Unit Figures

WAIT setup time twTs 20 — ns 15.19, 15.43, 15.55,
15.67, 15.70

WAIT hold time twTH 15 — ns  15.19, 15.43, 15.55,
15.67, 15.70

RAS delay time 1 (SDRAM) tgraspi — 25 ns  15.38

RAS delay time 3 (DRAM)  trasps 10 25 ns  15.47

CAS delay time 1 (SDRAM) tcaspi — 25 ns  15.38

CAS delay time 3 (DRAM)  tcasps 10 25 ns 15.47

DQM delay time tpomp — 25 ns 15.38

CKE delay time tckep — 25 ns 15.37

CE delay time 2 tcep2 10 25 ns  15.60

OE delay time 2 toen2 — 25 ns  15.60

IVECF delay time tvb — 25 ns  15.69

WE setup time twes1 0 — ns  15.16

Address setup time 1 tas1 0 — ns 15.17

Address setup time 2 taso 3 — ns 15.60

Address hold time 2 taH2 0 — ns 15.17

Row address setup time tasr 3 — ns 15.47

Column address setup time tasc 3 — ns 15.47

Write command setup time  twcs 3 — ns 15.48

Write data setup time twps 3 — ns 15.48

Address input setup time*  tagy 15 — ns 15.71

Address input hold time*  tagn 10 — ns 15.71

BS input setup time* tess 15 — ns 15.71

BS input hold time” tesH 10 — ns 15.71

Read/write input setup time” tgys 15 — ns 15.71

Read/write input hold time"  tgrwn 10 — ns 15.71

Data buffer on time tbon — 25 ns 15.17, 15.39, 15.48,
15.61

Data buffer off time tbor — 25 ns 15.17, 15.39, 15.48,
15.61

Note: When the external addresses monitor function is used, the PLL must be on.
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Table15.9 BusTiming With PLL Off (CK10O Output) [Mode 2]
(Conditions: Ve =5.0V £10%, Ta=-20t0 +75°C)

Item Symbol Min Max Unit Figures

Address delay time taD 3 18 ns 15.16, 15.38, 15.47,
15.60, 15.67, 15.69

BS delay time tasp — 21 ns  15.16, 15.38, 15.47,
15.60, 15.67

CS delay time 1 tcspr — 21 ns  15.16, 15.38, 15.47,
15.60, 15.67

CS delay time 3 tespa — 21 ns  15.16, 15.67

Read write delay time trwD 3 18 ns 15.16, 15.38, 15.47,
15.60, 15.67

Read strobe delay time 2 trgpo — 16 ns 15.16, 15.47, 15.60,
15.67, 15.69

Read data setup time 2 trDs2 12 — ns 15.16, 15.38, 15.47,
15.60, 15.67, 15.69

Read data hold time 2 tRDH2 0 — ns 15.16, 15.67

Read data hold time 3 tRDH3 1/2 tcyc — ns 15.38

(SDRAM)

Read data hold time 5 tRDHS 0 — ns 15.47

(DRAM)

Read data hold time 6 tRDH6 0 — ns 15.60

(PSRAM)

Read data hold time 7 tRDH7 0 — ns 15.69

(interrupt vector)

Write enable delay time 2 twepo 3 18 ns 15.17, 15.61

Write data delay time twpb 3 18 ns 15.17, 15.39, 15.48,
15.61

Write data hold time 1 twDH1 3 — ns 15.17, 15.39, 15.48,
15.61

Write data hold time 2 twbH2 — ns 15.17

Write data hold time 3 twDH3 3 — ns 15.61

DACK delay time 1 tpacDL — 18 ns 15.16, 15.38, 15.47,
15.60, 15.67

DACK delay time 3 tpacD3 — 18 ns 15.16, 15.38, 15.47,
15.60, 15.67

414

HITACHI



Table15.9 BusTiming With PLL Off (CKIO Output) [Mode 2] (cont)

(Conditions: Ve =5.0V +£10%, Ta=-20to +75°C)

Item Symbol Min Max Unit Figures

WAIT setup time twTs 22 — ns 15.19, 15.43, 15.55,
15.67, 15.70

WAIT hold time twTH 5 — ns  15.19, 15.43, 15.55,
15.67, 15.70

RAS delay time 1 (SDRAM) tgraspi — 18 ns  15.38

RAS delay time 3 (DRAM)  trasps 3 18 ns  15.47

CAS delay time 1 (SDRAM) tcaspi — 18 ns  15.38

CAS delay time 3 (DRAM)  tcasps 3 18 ns  15.47

DQM delay time tpomp — 18 ns 15.38

CKE delay time tckep — 21 ns 15.37

CE delay time 2 tcep2 3 18 ns  15.60

OE delay time 2 toen2 — 18 ns  15.60

IVECF delay time tvb — 18 ns  15.69

Address input setup time*  tagy 14 — ns 15.71

Address input hold time*  tapn 3 — ns 15.71

BS input setup time”* tass 15 — ns 15.71

BS input hold time” tesn 3 — ns 15.71

Read/write input setup time” tgryws 15 — ns 15.71

Read/write input hold time”  tgrywn 3 — ns 15.71

Data buffer on time tbon — 18 ns 15.17, 15.39, 15.48,
15.61

Data buffer off time tbor — 18 ns 15.17, 15.39, 15.48,
15.61

Address hold time 2 taH2 5 — ns 15.17

Note: When the external addresses monitor function is used, the PLL must be on.
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Notes: 1. The dotted line shows the waveform when synchronous DRAM is connected.
2.  trpn2 is specified from the rise of CSn or RD, whichever is first.
3. The DACKn waveform shown is for the case where active-high has been specified.

Figure15.14 Basic Read Cycle (No Waits, PLL On)
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Notes: 1. The dotted line shows the waveform when synchronous DRAM is connected.
2. The DACKn waveform shown is for the case where active-high has been
specified.

Figure15.15 Basic Write Cycle (No Waits, PLL On)
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Notes: 1. The dotted line shows the waveform When_synchronous DRAM is connected.
2. trpn2 is specified from the rise of CSn or RD, whichever is first.
3. The DACKn waveform shown is for the case where active-high has been specified.
Figure15.16 Basic Read Cycle (No Waits, PLL Off)
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Notes: 1. The dotted line shows the waveform when synchronous DRAM is connected.
2. The DACKn waveform shown is for the case where active-high has been specified.

Figure15.17 Basic Write Cycle (No Waits, PLL Off)
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Notes: 1. The dotted line shows the waveform when synchronous DRAM is connected.
2. The DACKn waveform shown is for the case where active-high has been specified.

Figure 15.18 Basic Bus Cycle (1 Wait Cycle)
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Notes: 1. The dotted line shows the waveform when synchronous DRAM is connected.
2. The DACKn waveform shown is for the case where active-high has been specified.

Figure15.19 Basic Bus Cycle (External Wait Input)
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Notes: 1. The dotted line shows the waveform when synchronous DRAM in another CS space
is accessed.

2.  The DACKn waveform shown is for the case where active-high has been specified.

Figure15.20 Synchronous DRAM Read Bus Cycle
(RCD =1Cycle, CASLatency =1 Cycle, Bursts=4, PLL On)
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Note: The dotted line shows the waveform when synchronous DRAM in another CS space is
accessed.

Figure15.21 Synchronous DRAM Single Read Bus Cycle
(RCD =1Cycle, CASLatency =1 Cycle, Bursts=4, PLL On)
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Notes: 1. The dotted line shows the waveform when synchronous DRAM in another CS space
is accessed.
2. The DACKn waveform shown is for the case where active-high has been specified.

Figure 15.22 Synchronous DRAM Read Bus Cycle
(RCD =2 Cycles, CAS Latency = 2 Cycles, Bursts=4)

424
HITACHI




—

nop Te Tar Ta2 Ta3 Taa
CKIO

IP
g

STMILIE

—

-AD

Upper
address

Lower
address

XX

[
SO
>

>

—
@
— 0
w]

g
|
S
-

—
(]
[%2]
]
=g

tRwD
RDWR, 7]
WE | %

tbomp

2

28
X153
7,A|t

tbacp1
[
DACKn \ / \ [\ [\ /_\
WAIT
trASD1
RAS,
CE tcaspr  |fcaspi | fcaspi tcasp1
[

O
R&
r;

CKE
Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 15.23 Synchronous DRAM Read Bus Cycle
(Bank Active, Same Row Access, CAS Latency = 1 Cycle)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 15.24 Synchronous DRAM Read Bus Cycle
(Bank Active, Same Row Access, CAS Latency = 2 Cycles)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 15.25 Synchronous DRAM Read Bus Cycle (Bank Active, Different Row Access,
TRP =1 Cycle, RCD =1 Cycle, CAS Latency = 1 Cycle)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure15.26 Synchronous DRAM Read Bus Cycle (Bank Active, Different Row Access,
TRP =2 Cycles, RCD =1 Cycle, CAS Latency = 1 Cycle)
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Notes: 1. Dotted lines show the waveforms when synchronous DRAM in another CS space
is accessed.
2. The DACKn waveform shown is for the case where active-high has been specified.

Figure 15.27 Synchronous DRAM Write Bus Cycle
(RCD =1 Cycle, TRWL =1 Cycle, PLL On)

429
HITACHI




CKIO

Upper
address

Lower
address

BS

RD/WR
WE

WEn
CASxx
DQMxx

D31-D0

DACKn

WAIT

|

n)
o>
m|»

ag
miw»n

CKE
Notes: 1.

)

Trw

Tc Trwl Tap

>

M\
X
X
J tcspl
1 N A R
J /
Y
X N
D o0
A iy
trasp1 * ]

ﬁ

tcaspl N K;

is accessed.

2. The DACKn waveform shown is for the case where active-high has been specified.

Dotted lines show the waveforms when synchronous DRAM in another CS space
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Figure 15.28 Synchronous DRAM Write BusCycle
(RCD =2 Cycles, TRWL =2 Cycles)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 15.29 Synchronous DRAM Write Bus Cycle (Bank Active, Same Row Access)
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Note: The DACKn waveform shown is for the case where active-high has been specified.
Figure 15.30 Synchronous DRAM Consecutive Write Cycles
(Bank Active, Same Row Access)
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The DACKn waveform shown is for the case where active-high has been specified.

Figure15.31 Synchronous DRAM Write Bus Cycle
(Bank Active, Different Row Access, TRP =1 Cycle, RCD =1 Cycle)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 15.32 Synchronous DRAM Write Bus Cycle
(Bank Active, Different Row Access, TRP = 2 Cycles, RCD = 2 Cycles)
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Figure 15.33 Synchronous DRAM Mode Register Write Cycle (TRP =1 Cycle)
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Figure 15.34 Synchronous DRAM Mode Register Write Cycle (TRP = 2 Cycles)
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Note: A precharge cycle always precedes the auto-refresh cycle by the number of cycles
specified by TRP.

Figure15.35 Synchronous DRAM Auto-Refresh Cycle (TRAS =2 Cycles)
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Figure15.36 Synchronous DRAM Auto-Refresh Cycle
(Shown From Precharge Cycle, TRP = 1 Cycle, TRAS = 2 Cycles)
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Note: A precharge cycle always precedes the self-refresh cycle by the number of cycles specified
by TRP.

Figure 15.37 Synchronous DRAM Self-Refresh Cycle (TRAS=2)
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Notes: 1. The dotted line shows the waveform when synchronous DRAM in another CS space
is accessed.
2. The DACKn waveform shown is for the case where active-high has been specified.

Figure 15.38 Synchronous DRAM Read Bus Cycle
(RCD =1Cycle, CASLatency = 1 Cycle, TRP =1 Cycle, Bursts=4, PLL Off)
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Notes: 1. Dotted lines show the waveforms when synchronous DRAM in another CS space
is accessed.
2.  The DACKn waveform shown is for the case where active-high has been specified.

Figure 15.39 Synchronous DRAM Write Bus Cycle
(RCD =1 Cycle, TRWL =1 Cycle, PLL Off)
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Notes: 1. trpus is specified from the rise of RD or CASxx, whichever is first.
2. The DACKn waveform shown is for the case where active-high has been specified.

Figure 1540 DRAM Read Cycle (TRP =1 Cycle, RCD =1 Cycle, No Waits, PLL On)
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The DACKn waveform shown is for the case where active-high has been specified.

Figure 1541 DRAM Write Cycle
(TRP =1 Cycle, RCD =1 Cycle, No Waits, PLL On)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 1542 DRAM BusCycle (TRP =2 Cycles, RCD = 2 Cycles, 1 Wait)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 15.43 DRAM BusCycle (TRP =1 Cycle, RCD =1 Cycle, External Wait I nput)
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2. The DACKn waveform shown is for the case where active-high has been specified.
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Figure15.44 DRAM Burst Read Cycle
(TRP =1 Cycle, RCD =1 Cycle, No Waits, PLL On)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 1545 DRAM Burst Write Cycle
(TRP =1 Cycle, RCD =1 Cycle, No Waits, PLL On)
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Figure 1546 DRAM CAS-Before-RAS Refresh Cycle

(TRP =1 Cycle, TRAS = 2 Cycles, PLL On)
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Notes: 1. trpys is specified from the rise of RD or CASxx, whichever is first.
2. The DACKn waveform shown is for the case where active-high has been specified.

Figure15.47 DRAM Read Cycle (TRP =1 Cycle, RCD =1 Cycle, No Waits, PLL Off)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure15.48 DRAM Write Cycle (TRP =1 Cycle, RCD =1 Cycle, No Waits, PLL Off)
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Notes: 1. trpys is specified from the rise of RD or CASxx, whichever is first.
2. The DACKn waveform shown is for the case where active-high has been specified.

Figure 1549 DRAM Burst Read Cycle
(TRP =1 Cycle, RCD = 1 Cycle, No Waits, PLL Off)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 1550 DRAM Burst Write Cycle
(TRP =1 Cycle, RCD = 1 Cycle, No Waits, PLL Off)
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Figure1551 DRAM CAS-Before-RAS Refresh Cycle

(TRP =1 Cycle, TRAS =2 Cycles, PLL Off)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 1552 Pseudo-SRAM Read Cycle
(PLL On, TRP =1 Cycle, RCD =1 Cycle, No Waits)
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Note:

The DACKn waveform shown is for the case where active-high has been specified.

Figure 15.53 Pseudo-SRAM Write Cycle
(PLL On, TRP =1 Cycle, RCD =1 Cycle, No Waits)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure15.54 Pseudo-SRAM Bus Cycle (TRP =2 Cycles, RCD = 2 Cycles, 1 Wait)

456
HITACHI




Address

X X
-
=
X

WEn,

ot \ -
o N

twrs [twtH twrs|twTH

/

:
=
3
/II/

L~

2
Qo

2
>
o

|

©)
m

CKE

Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 1555 Pseudo-SRAM BusCycle
(TRP =1Cycle, RCD =1 Cycle, External Wait I nput)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

m

Figure 1556 Pseudo-SRAM Read Cycle
(Static Column Mode, PLL On, TRP =1 Cycle, RCD = 1 Cycle, No Waits)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 15.57 Pseudo-SRAM Write Cycle
(Static Column Mode, PLL On, TRP =1 Cycle, RCD =1 Cycle, No Waits)
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Figure 1558 Pseudo-SRAM Auto-Refresh Cycle
(PLL On, TRP =1 Cycle, TRAS =2 Cycles)

HITACHI




Tp Trc Trcl Tcm Trcl Tre
Ko JF\JM Wnuﬂuw
Address SS
] L
es ||/ )
CSn / SS
rowm, |||/ AN
WE 7/
o |/ )
twebi !
WEn, —— [
CASxx, \ ')
DQMxx —|——
D31-DO0 \ SS
oackn [T Y
77
WAIT gg
tcep1 " Icep1
RAS, '(
CE | -
toep1 | toeps toep1 |toep
- > | | <+
g BT\ g
OE

/L

ss

Figure 1559 Pseudo-SRAM Self-Refresh Cycle
(PLL On, TRP =1 Cycle, TRAS =2 Cycles)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 15.60 Pseudo-SRAM Read Cycle
(PLL Off, TRP =1 Cycle, RCD =1 Cycle, No Waits)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure15.61 Pseudo-SRAM Write Cycle
(PLL Off, TRP =1 Cycle, RCD =1 Cycle, No Waits)
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The DACKn waveform shown is for the case where active-high has been specified.
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Figure 15.62 Pseudo-SRAM Read Cycle
(Static Column Mode, PLL Off, TRP =1 Cycle, RCD = 1 Cycle, No Waits)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 15.63 Pseudo-SRAM Write Cycle
(Static Column Mode, PLL Off, TRP = 1 Cycle, RCD = 1 Cycle, No Waits)
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Figure 15.64 Pseudo-SRAM Auto-Refresh Cycle
(PLL Off, TRP =1 Cycle, TRAS =2 Cycles)
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Figure 15.65 Pseudo-SRAM Self-Refresh Cycle
(PLL Off, TRP =1 Cycle, TRAS =2 Cycles)
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Note: The DACKn waveform shown is for the case where active-high has been specified.
Figure15.66 Burst ROM Read Cycle (PLL On, 1 Wait)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 15.67 Burst ROM Read Cycle (PLL Off, 1 Wait)
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Figure15.68 Interrupt Vector Fetch Cycle (PLL On, No Waits)
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—
RD /
tros2
< > tRDH7
T\ /]
D7-D0O N
_/ \U
‘tWTS‘ ‘tWTH‘
WAIT 7/ '\

Figure15.69 Interrupt Vector Fetch Cycle (PLL Off, No Waits)
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| N > >
CKIO f\_% ¢ 71 \ 7%
S(
A4—AO >< (
IVECF «
)
S(
RD/WR
5
RD «
D7-DO <;<:><
twrs | twtH twrs | twTH
WAIT A /7 \
N 7 5%7 N

Figure15.70 Interrupt Vector Fetch Cycle (1 External Wait Cycle)
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Figure15.71 AddressMonitor Cycle
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1534 DMAC Timing

Table15.10 DMAC Timing (Conditions: Vcc =5.0V £10%, Ta=-20t0 +75°C)

Iltem Symbol Min Max Unit Figure
DREQO, DREQ1 setup time (PLL Off, On) tbros 30 — ns 15.72
DREQO, DREQ1 setup time (PLL On, 1/4 cycle delay) tprgs  30-1/4tcyc — ns
DREQO, DREQL1 hold time (PLL Off, On) tprROH 15 — ns
DREQO, DREQ1 hold time (PLL On, 1/4 cycle delay) tprgH 1/4tcyc+15 — ns
DREQO, DREQ1 low level width tDRQW 1.5 — tcyc
CKIO J—\— / \
tbrQs ~
DREQO, DREQ1
level
N
tbros tbrRQH
< > [
<L
DREQO, DREQ1
edge
g *
tbros
/
DREQO, DREQ1
level cancellation

Figure15.72 DREQO, DREQ1 Input Timing
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15.35 Free-Running Timer Timing

Table15.11 Free-Running Timer Timing (Conditions. Ve =5.0V +10%, Ta=-20to

+75°C)
Item Symbol  Min Max Unit  Figure
Output compare output delay time ttoco — 160 ns 15.73
(PLL Off, On)
Output compare output delay time ttocp — 1/4 tcyc + 160 ns
(PLL On, 1/4 cycle delay)
Input capture input setup time ttics 80 — ns
(PLL Off, On)
Input capture input setup time tTics 80— 1/4tcyc — ns
(PLL On, 1/4 cycle delay)
Timer clock input setup time trcks 80 — ns 15.74
(PLL Off, On)
Timer clock input setup time ttcks 80 -1/4tcyc — ns
(PLL On, 1/4 cycle delay)
Timer clock pulse width (single edge) ttrckwn 4.5 — teye
Timer clock pulse width (both edges) trekwL 8.5 — teye
CKIO : 5—/—\—7'/ \
trocp
FTOA, >§L
FTOB =
trics
FTI XT

Figure15.73 FRT Input/Output Timing

cwo SN

5/

FTCI
_#i trekwi

trcks

trekwH

|-

»
>

-
<

Figure15.74 FRT Clock Input Timing
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15.3.6 Watchdog Timer Timing

Table15.12 Watchdog Timer Timing (Conditions. Vcc =5.0V £10%, Ta=-20t0 +75°C)

Item Symbol Min Max Unit Figure
WDTOVF delay time (PLL Off, On) twovp — 70 ns 15.75
WDTOVF delay time (PLL On, 1/4 cycle  twovp — 1/4tcyc+70 ns

delay)

CKIO
twovp ¢ twovp
-> -«
WDTOVF &L « %‘
))

Figure15.75 Watchdog Timer Output Timing
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15.3.7 Serial Communication Interface Timing

Table15.13 Serial Communication Interface Timing
(Conditions: Ve =5.0V £10%, Ta=-20t0 +75°C)

Item Symbol  Min Max Unit  Figure
Input clock cycle tscyc 16 — teye 15.76
Input clock cycle (clocked synchronous mode) tseye 24 — teye
Input clock pulse width tsckw 0.4 0.6 tseye
Transmit data delay time (clocked synchronous  t1yxp — 70 ns 15.77
mode)
Receive data setup time (clocked synchronous  trxg 70 — ns
mode)
Receive data hold time (clocked synchronous tRXH 70 — ns
mode)
tsckw
>
SCKO
"~ tscyc -

Figure 15.76 Input Clock Input/Output Timing

. tSCyC J
wo /TN /TN N\
trxp
TxDO
(transmit data)
trxs | | tRxH
>

(receivel:(zj):tja(; >< >< z: :Z >< ><

Figure 15.77 SCI Input/Output Timing (Clocked Synchronous M ode)
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15.3.8 AC Characteristics M easurement Conditions

e 1/Osignal reference level: 1.5V
e Input pulselevel: Vgsto 3.0 V (where RES, NMI, CKIO and MD5-MDO are within the range

VsstoVee)
e Input rise and fall times: 1 ns

lou
SH7604
output DUT output
pin
l CL VRer
lon

Notes: 1. C, is atotal value that includes the capacitance of measurement instruments, etc.,
and is set as follows for each pin.
30 pF: CKIO, RAS, CAS, CKE, CS0-CS3, BREQ, BACK, DACKO, DACK1, IVECF,
CKPACK.
50 pF: All output pins other than the above.
2. lpLand lpy values are as shown in section 15.2, DC Characteristics, and table
15.3, Permitted Output Current Values.

Figure 15.78 Output Load Circuit
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Section 16 Electrical Characteristics (3V Version)

16.1  Absolute Maximum Ratings
Table 16.1 shows the absolute maximum ratings.

Table16.1 Absolute Maximum Ratings

Item Symbol Rating Unit

Power supply voltage Vee -0.3t0 +7.0 \%

Input voltage Vin -0.3t0 Ve + 0.3 \%

Operating temperature Topr —20to +75 °C

Storage temperature Tstg —-55to0 +125 °C

Caution: Operating the chip in excess of the absolute maximum rating may result in permanent
damage.
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16.2 DC Characteristics

Tables 16.2 and 16.3 list DC characteristics.

Table 16.2 DC Characteristics (Conditions. Vcc =3.0t05.5V, Ta=-20to +75° C)
Item Symbol Min Typ Max Unit Test Conditions
Input high- RES, NMI, ViH Veex0.9 —  Vee+03 V During standby
level MD5-MDO Veex09 —  Vec+0.3 Vo Normal operation
voltage
EXTAL, CKIO Veex0.9 —  Vee+03 V
Other input pins VeeX0.7 — Vec+03 V
Input low- RES, NMI, VL -0.3 —  Veex01 VvV During standby
level MD5-MDO -0.3 —  Vgex01  V Normal operation
voltage - -
Other input pins -0.3 —  Veex0.1  V
Input leak RES [lin] — — 1.0 MA  Vin=0.5t0Vcc-05V
current NMI, MD5-MDO — — 10 MA  Vin=0.5t0Vec—05V
Other input pins — — 10 HA  Vin=05toVec-05V
3-state A26-A0, D31~ |ig|| — — 10 MA  Vin=0.5t0Vcc-05V
leak DO, BS, CS3-
current CSO0, RD/WR,
(while off) RAS, CAS, L
WE3-WEO, RD,
IVECF
Output All output pins  Vpon Vec-05 — — \Y, lon =—200 pA
high-level —
Vee-10 — — \% log=-1mA
voltage cc OH
Output low All output pins Vg, — — 04 \% loL =1.6 mA
level
voltage
Input RES Cin — — 15 pF  Vin=0V
capaci- NMI _ — 15 pF f=1MHz
tance - Ta=25°C
All other input — — 15 pF
pins (including
D31-D0)
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Table16.2 DC Characteristics (Conditions: Vcc =3.0t05.5V, Ta=-20to +75° C) (cont)

ltem Symbol Min Typ Max Unit Test Conditions
Current Normal lcc — 25 30 mA f=8MHz
consump-  operation . 45 55 mA  f=16 MHz
ton — 60 70 mA f=28.7 MHz
Sleep — 15 20 mA f=8 MHz
— 30 40 mA f=16 MHz
— 40 50 mA f=28.7 MHz
Standby — 1 5 HA  Tas<50°C
— — 20 MA  50°C<Ta

Notes: 1. When no PLL is used, do not leave the PLLV ¢ and PLLVgg pins open. Connect
PLLVCC to VCC and PLLVSS to Vss.

2. Current consumption values shown are the values at which all output pins are without

load under conditions of V;y min = Vcc—0.5V, V;. max=0.5V.

Table16.3 Permitted Output Current Values (Conditions: Vcc =5.0V + 10%, Ta=-20t0

+75°C)
Item Symbol  Min Typ Max Unit
Output low-level permissible current (per pin) loL — — 2.0 mA
Output low-level permissible current (total) > loL — — 80 mA
Output high-level permissible current (per pin) —lon — — 2.0 mA
Output high-level permissible current (total) SHon — — 25 mA

Caution: To ensure chip reliability, do not exceed the output current values given in table 16.3.
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16.3 AC Characteristics

16.3.1 Clock Timing

Table16.4 Clock Timing (Conditions: Vcc =3.0t0 0.5V, Ta=-20t0 +75°C)

Item Symbol Min Max Unit Figures
Operating frequency fop 4 20 MHz 16.1
Clock cycle time toye 50 143" or 2502 ns
Clock high pulse width ten 81 or152 — ns
Clock low pulse width teL 8" or 152 — ns
Clock rise time tcr — 5 ns
Clock fall time tcr — 5 ns
EXTAL clock input frequency fEx 4 8 MHz 16.2
EXTAL clock input cycle time tExcyc 125 250 ns
EXTAL clock input low level pulse width tExL 50 — ns
EXTAL clock input high level pulse width texH 50 — ns
EXTAL clock input rise time tExr — ns
EXTAL clock input clock fall time texe — ns
Power-on oscillation settling time tosc1 10 — ms 16.3
Software standby oscillation settling time 1 tggc2 10 — ms 16.4
Software standby oscillation settling time 2 togcs 10 — ms 16.5
PLL synchronization settling time tpLL 1 — us  16.6
Notes: 1. With PLL circuit 1 operating.

2. With PLL circuit 1 not used.

teye

A

A 4

CKIO
(input)

Figure16.1 CKIO Input Timing
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A

EXTAL  1/2 Ve
(input)

Note: External clock input from EXTAL pin.

Figure16.2 EXTAL Clock Input Timing

Stable oscillation

v

ntemal loak / / \&l/ \J

((
)]

NES
<~

VCC min
Vee

tRESW

tosc1

A
v

RES /*

N
~
-~
<~

Note: Oscillation settling time when on-chip crystal oscillator is used.

Figure16.3 Oscillation Settling Time at Power-On
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Standby

period Stable oscillation
EE— >

CKIO,
internal
clock

tRESW
RES \

Note: Oscillation settling time when on-chip crystal oscillator is used.

tosc2

A
vy

I
<~
N
<~

Figure16.4 Oscillation Settling Time at Standby Return (via RES)

Standby
period Stable oscillation
—> >
CKIO,
internal
clock
P toscs
NMI A
\ 5

Note: Oscillation settling time when on-chip crystal oscillator is used.

Figure16.5 Oscillation Settling Time at Standby Return (via NMI)
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Stable Oscillation frequency Stable

oscillation modification oscillation
EXTAL
or CKIO
PLL PLL
synchronization tPLL synchronlzatlon
> > :

Internal
clock

Figure16.6 PLL Synchronization Settling Time
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16.3.2 Control Signal Timing

Table16.5 Control Signal Timing (Conditions: Voc =3.0t05.5V, Ta=-20t0 +75°C)

Item Symbol Min Max Unit Figure
RES rise, fall tres, | — 200 ns  16.7
tREST
RES pulse width tresw 20 — teye
NMI reset setup time tnmirs teyc + 10 — ns
NMI reset hold time tnmirn - teyc + 10 — ns
NMI rise, fall tNMIr — 200 ns
tmie
NMI minimum pulse width tiroes 3 — tcyc
RES setup time” tress 40 — ns  16.8,
NMI setup time” tamis 40 — ns 169
IRL3-IRLO setup time” tirLs 40 — ns
RES hold time tresy 20 — ns  16.8,
NMI hold time ta 20 — ns 169
IRL3-IRLO hold time tRLH 20 — ns
BRLS setup time 1 (PLL on) talssy  1/2tcyc +20 — ns  16.10
BRLS hold time 1 (PLL on) tgismr  15-1/2tcyc — ns
BGR delay time 1 (PLL on) tsgrDl — 1/2 tcyc + 25 ns
BRLS setup time 1 (PLL on, 1/4 cycle delay) tg gg;  1/4 tcyc +20 — ns  16.10
BRLS hold time 1 (PLL on, 1/4 cycle delay) tg gy 15— 1/4 tcyc — ns
BGR delay time 1 (PLL on, 1/4 cycle delay) tggrpi — 3/4 tcyc + 25 ns
BRLS setup time 2 (PLL off) tarssy 20 — ns  16.11
BRLS hold time 2 (PLL off) tgismz 30 — ns
BGR delay time 2 (PLL off) tsgrD2 — 40 ns

Note: The RES, NMI and IRL3-IRLO signals are asynchronous inputs, but when the setup times
shown here are observed, the signals are considered to have changed at clock fall. If the
setup times are not observed, recognition may be delayed until the next clock fall.
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Table16.5 Control Signal Timing (cont)

(Conditions: Vcc =3.0t05.5V, Ta=-20t0 +75°C)

Item Symbol Min Max Unit Figure

BREQ delay time 1 (PLL on) teroD1  — 1/2tcyc+25 ns  16.12

BACK setup time 1 (PLL on) tgaksy 12 tcyc +20 — ns

BACK hold time 1 (PLL on) tgakHr 15— 12 tcyc — ns

BREQ delay time 1 (PLL on, 1/4 cycle delay) tgropr — 3/4tcyc+25 ns  16.12

BACK setup time 1 (PLL on, 1/4 cycle delay) tgaks:  1/4 tcyc + 20 — ns

BACK hold time 1 (PLL on, 1/4 cycle delay) tgaxu1 15— 1/4 teyc — ns

BREQ delay time 2 (PLL off) teroD2  — 40 ns  16.13

BACK setup time 2 (PLL off) tgakse 20 — ns

BACK hold time 2 (PLL off) teakHz 30 — ns

Bus tri-state delay time 1 (PLL on) teorrr O 35 ns 16.10,

Bus buffer on time 1 (PLL on) tBoN1 0 33 ns 16.12

Bus tri-state delay time 1 (PLL on, 1/4 cycle tgopr1  1/4 tcyc 1/4 tcyc + 35 ns 16.10,

delay)

Bus buffer on time 1 (PLL on, 1/4 cycle delay) tgon1 1/4 tcyc 1/4 tcyc + 33 ns 16.12

Bus tri-state delay time 1 (PLL off) teorrr O 45 ns 16.11,

Bus buffer on time 1 (PLL off) tBON1 0 40 ns 16.13

Bus tri-state delay time 2 (PLL on) tgorr2  1/2 tcyc 1/2 tcyc + 35 ns 16.10,

Bus buffer on time 2 (PLL on) tBoNz 1/2 tcyc 1/2 tcyc + 33 ns 16.12

Bus tri-state delay time 2 (PLL on, 1/4 cycle tgopro  3/4 tcyc 3/4 tcyc + 35 ns 16.10,

delay)

Bus buffer on time 2 (PLL on, 1/4 cycle delay) tgon2 3/4 tcyc 3/4 tcyc + 33 ns 16.12

Bus tri-state delay time 3 (PLL off) teorrz O 45 ns 16.11,

Bus buffer on time 3 (PLL off) teons 0 40 ns 16.13
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ViH ViH
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Figure16.7 Reset Input Timing

ckio  / X-fJ u
_tResn | tRess
Vin
RES
Vie
Ctumie o tamis
Vin
NMI
Vie
YRiH tris

Figure 16.8 Interrupt Signal Input Timing (PLL 1 Off)
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ViH
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Figure16.9 Interrupt Signal Input Timing (PLL1 On)

ckio T\

tgLSH1

BRLS
(input)

BGR
(output)

RD, RD/WR,
RAS, CAS,
CSn, WEn,
BS, IVECF
A26-A0
D31-DO

A

-\

tgLsHI

"F—’tBL881

N
~~

t3GRD1

NN
<~

{BGRD

I

NS
NN

NZSERGN
NN

tBOFF2 tBon?
-~ |~
-»|

T

tson1

N
<r

HITACHI

Figure16.10 BusRelease Timing (Master Mode, PLL1 On)
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Figure16.11 BusRelease Timing (Master Mode, PLL 1 Off)

Ko T\_ﬁ\_77 F\_ﬁ Y £
BREQ ~——{!8rqD1 t8rROD1
(output) ( t
BAKS1
BACK tBAKH1 [« re—| BAKST teAKH L« SAKSE
(input) 7 .
RD WR 2
RD, RD/WR, tBon2 .
—RAS' CAS, ) ‘—%‘D—B
CSn, WEn, ¢
BS, IVECF tgon1 ) 0‘ tROFFL
)
A26-A0 p) »‘ ) |
D31-D0 D

Figure16.12 BusRelease Timing (Slave Mode, PLL1 On)
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CKIO WJ&UZ—\_/ /NS
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(output)
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m tBA?KHZ < tB;'\AAKS% tgaKH2 ]
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RD, RD/WR, tgong tgoFF3
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A26-A0 5 | \
D31-D0 !

Figure 16.13 BusRelease Timing (Slave Mode, PLL 1 Off)
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16.3.3 BusTiming

Table16.6 BusTiming With PLL On [Mode0, 4]

(Conditions: Vcc =3.0to5.5V, Ta=-20t0 +75°C)

Item Symbol  Min Max Unit Figures

Address delay time taD — 28 ns 16.14, 16.20, 16.40,
16.52, 16.66, 16.68

BS delay time tasp — 25 ns  16.14, 16.20, 16.40,
16.52, 16.66

CS delay time 1 tespl — 25 ns  16.14, 16.20, 16.40,
16.52, 16.66

CS delay time 2 tespa — 1/2tcyc+25 ns  16.14, 16.66

Read/write delay time trRwD — 25 ns 16.14, 16.20, 16.40,
16.52, 16.66

Read strobe delay time 1 trsD1 — 1/2 tcyc + 25 ns 16.14, 16.40, 16.52,
16.66, 16.68

Read data setup time 1 trDS1 1/2tcyc + 10 — ns 16.14, 16.40, 16.52,
16.66, 16.68

Read data setup time 3 trDS3 1/2 tcyc + 10 — ns 16.20

(SDRAM)

Read data hold time 2 tRDH2 0 — ns 16.14, 16.66

Read data hold time 4 tRDH4 0 — ns 16.20

(SDRAM)

Read data hold time 5 tRDHS5 0 — ns 16.40

(DRAM)

Read data hold time 6 tRDHG 0 — ns 16.52

(PSRAM)

Read data hold time 7 tRDH7 0 — ns 16.68

(interrupt vector)

Write enable delay time twED1 1/2tcyc+3 1/2tcyc+25 ns 16.14, 16.15, 16.52,
16.53

Write data delay time 1 twobp — 25 ns 16.15, 16.27, 16.41,
16.53

Write data hold time 1 twDH1 3 — ns 16.15, 16.27, 16.41,
16.53

Data buffer on time tbon — 25 ns 16.15, 16.27, 16.41,
16.53

Data buffer off time tbor — 25 ns 16.15, 16.27, 16.41,

16.53
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Table16.6 BusTiming With PLL On [Mode 0, 4] (cont)
(Conditions: Vcc =3.0t05.5V, Ta=-20t0 +75°C)

Item Symbol  Min Max Unit Figures

DACK delay time 1 toacDl  — 25 ns  16.14, 16.20, 16.40,
16.52, 16.66

DACK delay time 2 tbacD2 — 1/2tcyc + 25 ns 16.14, 16.20, 16.40,
16.52, 16.66

Wsetup time twTs 20 — ns 16.19, 16.43, 16.55,
16.66, 16.70

WAIT hold time twTH 10 — ns  16.19, 16.43, 16.55,
16.66, 16.70

RAS delay time 1 (SDRAM) traspr =~ — 25 ns  16.20

RAS delay time 2 (DRAM)  traspz  1/2tcyc+3  1/2tcyc+25 ns  16.40

CAS delay time 1 (SDRAM) tcaspr = — 25 ns  16.20

CAS delay time 2 (DRAM)  tcaspe 1/2tcyc+3 1/2tcyc+25 ns 16.40

DQM delay time thomp — 25 ns 16.20

CKE delay time tckep — 33 ns 16.37

CE delay time 1 tcep1 1/2tcyc+3 1/2tcyc+25 ns  16.52

OE delay time 1 toep: — 1/2tcyc+25 ns  16.52

IVECF delay time tvp — 25 ns  16.68

Address input setup time tasIN 25 — ns 16.71

Address input hold time tAHIN 10 — ns 16.71

BS input setup time tass 25 — ns  16.71

BS input hold time tgsn 10 — ns  16.71

Read/write input setup time  tgws 25 — ns 16.71

Read/write input hold time  tgwH 10 — ns 16.71
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Table 16.7 Bus Timing With PLL On and 1/4 Cycle Delay [Mode 1, 5]
(Conditions: Vcc =3.0t05.5V, Ta=-20t0 +75°C)

Item Symbol  Min Max Unit Figures

Address delay time taD — 1/4 tcyc + 28 ns 16.14, 16.20, 16.40,
16.52, 16.66, 16.68

BS delay time tasp — l/4tcyc+25 ns  16.14, 16.20, 16.40,
16.52, 16.66

CS delay time 1 tcspr — l/4tcyc+25 ns  16.14, 16.20, 16.40,
16.52, 16.66

CS delay time 2 tesps — 3/4tcyc+25 ns  16.14, 16.66

Read/write delay time trRwD — 1/4 tcyc + 25 ns 16.14, 16.20, 16.40,
16.52, 16.66

Read strobe delay time 1 trsD1 — 3/4tcyc + 25 ns 16.14, 16.40, 16.52,
16.66, 16.68

Read data setup time 1 trDs1 1/4 tcyc + 10 — ns 16.14, 16.40, 16.52,
16.66, 16.68

Read data setup time 3 trRDS3 1/4 tcyc + 10 — ns 16.20

(SDRAM)

Read data hold time 2 tRDH2 0 — ns 16.14, 16.66

Read data hold time 4 tRDH4 0 — ns 16.20

(SDRAM)

Read data hold time 5 tRDHS5 0 — ns 16.40

(DRAM)

Read data hold time 6 tRDHE 0 — ns 16.52

(PSRAM)

Read data hold time 7 tRDH7 0 — ns 16.68

(interrupt vector)

Write enable delay time twED1 3/4tcyc+3 3/4tcyc+25 ns 16.14, 16.15, 16.52,
16.53

Write data delay time 1 twobp — 1/4tcyc + 25 ns 16.15, 16.27, 16.41,
16.53

Write data hold time 1 twDH1 1/4tcyc+3 — ns 16.15, 16.27, 16.41,
16.53

Data buffer on time tbon — 1/4tcyc + 25 ns 16.15, 16.27, 16.41,
16.53

Data buffer off time tpor — 1/4tcyc + 25 ns 16.15, 16.27, 16.41,
16.53
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Table16.7 BusTiming With PLL On and 1/4 Cycle Delay [Mode 1, 5] (cont)
(Conditions: Vcc =3.0t05.5V, Ta=-20t0 +75°C)

Item Symbol  Min Max Unit Figures

DACK delay time 1 tbacD1 — 1/4 tcyc + 25 ns 16.14, 16.20, 16.40,
16.52, 16.66

DACK delay time 2 tbacD2 — 3/4tcyc + 25 ns 16.14, 16.20, 16.40,
16.52, 16.66

WAIT setup time twTs 20 -1/4 tcyc — ns 16.19, 16.43, 16.55,
16.66, 16.70

WAIT hold time twTH 1/4 tcyc+10  — ns  16.19, 16.43, 16.55,
16.66, 16.70

RAS delay time 1 (SDRAM) tgraspi — 1/4 tcyc + 25 ns 16.20

RAS delay time 2 (DRAM)  traspz  3/4tcyc+3  3l/4tcyc+25 ns  16.40

CAS delay time 1 (SDRAM) tcaspr  — l4tcyc+25 ns  16.20

CAS delay time 2 (DRAM)  tcaspe 3/4tcyc+3 3ldtcyc +25 ns 16.40

DQM delay time thomp — 1/4tcyc + 25 ns 16.20

CKE delay time tckep — 1/4 tcyc + 33 ns 16.37

CE delay time 1 tcep1 3/4tcyc+3 3l4tcyc+25 ns  16.52

OE delay time 1 toep: — 3/4tcyc+25 ns  16.52

IVECF delay time tvp — l/4tcyc+25 ns  16.68

Address input setup time tasIN 25-1/4tcyc — ns 16.71

Address input hold time tAHIN 1/4 tcyc+10 — ns 16.71

BS input setup time tass 25-1/4 tcyc — ns 16.71

BS input hold time tgsn 1/4 tcyc +10 — ns  16.71

Read/write input setup time  tgws 25-1/4tcyc — ns 16.71

Read/write input hold time  tgwH 1/4 tcyc +10 — ns 16.71
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Table16.8 BusTiming With PLL Off (CKI1O Input) [Mode 6]
(Conditions: Vcec =3.0t05.5V, Ta=-20t0 +75°C)

Item Symbol  Min Max Unit Figures

Address delay time taD — 43 ns 16.16, 16.38, 16.47,
16.60, 16.67, 16.69

BS delay time tasp — 40 ns  16.16, 16.38, 16.47,
16.60, 16.67

CS delay time 1 tcspr — 40 ns  16.16, 16.38, 16.47,
16.60, 16.67

CS delay time 3 tcsps — 40 ns  16.16, 16.67

Read write delay time trwD — 40 ns 16.16, 16.38, 16.47,
16.60, 16.67

Read strobe delay time 2 trsD2 — 40 ns 16.16, 16.47, 16.60,
16.67, 16.69

Read data setup time 2 trDs2 10 — ns 16.16, 16.38, 16.47,
16.60, 16.67, 16.69

Read data hold time 2 tRDH2 0 — ns 16.16, 16.67

Read data hold time 3 tRDH3 30 — ns 16.38

Read data hold time 5 tRDHS5 0 — ns 16.47

(DRAM)

Read data hold time 6 tRDH6 0 — ns 16.60

(PSRAM)

Read data hold time 7 tRDH7 0 — ns 16.69

(interrupt vector)

Write enable delay time 2 tweD2 — 40 ns 16.17, 16.61

Write data delay time twbp — 40 ns 16.17, 16.39, 16.48,
16.61

Write data hold time 1 twDH1 3 ns 16.17, 16.39, 16.48,
16.61

Write data hold time 2 twpH2 5 ns 16.17

Write data hold time 3 twDH3 3 ns 16.61

DACK delay time 1 tbacD1 — 40 ns 16.16, 16.38, 16.47,
16.60, 16.67

DACK delay time 3 tpacD3 — 40 ns 16.16, 16.38, 16.47,
16.60, 16.67
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Table16.8 BusTiming With PLL Off (CKIO Input) [Mode 6] (cont)
(Conditions: Vcc =3.0t05.5V, Ta=-20t0 +75°C)

Item Symbol  Min Max Unit Figures

WAIT setup time twTs 20 — ns 16.19, 16.43, 16.55,
16.67, 16.70

WAIT hold time twTH 25 — ns  16.19, 16.43, 16.55,
16.67, 16.70

RAS delay time 1 (SDRAM) traspr =~ — 40 ns  16.38

RAS delay time 3 (DRAM)  trasps = — 40 ns  16.47

CAS delay time 1 (SDRAM) tcaspr  — 40 ns  16.38

CAS delay time 3 (DRAM)  tcasps  — 40 ns  16.47

DQM delay time thomp — 40 ns 16.38

CKE delay time tckep — 48 ns 16.37

CE delay time 2 tcep?2 — 40 ns  16.60

OE delay time 2 toep? — 40 ns  16.60

IVECF delay time tvp — 40 ns  16.69

WE setup time twes1 0 — ns  16.16

Address setup time 1 tast 0 — ns 16.17

Address setup time 2 taso 3 — ns 16.60

Address hold time 2 taH2 0 — ns 16.17

Row address setup time tASR 3 — ns 16.47

Column address setup time  tasc 3 — ns 16.47

Write command setup time  tycs 3 — ns 16.48

Write data setup time twps 3 — ns 16.48

Address input setup time” tasIN 20 — ns 16.71

Address input hold time” tAHIN 25 — ns  16.71

BS input setup time* tass 20 — ns  16.71

BS input hold time” tasH 25 — ns 16.71

Read/write input setup time” trys 20 — ns 16.71

Read/write input hold time"  trywn 25 — ns  16.71

Data buffer on time tbon — 40 ns 16.17, 16.39, 16.48,
16.61

Data buffer off time tbor — 40 ns 16.17, 16.39, 16.48,

16.61

Note: When the external addresses monitor function is used, the PLL must be on.
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Table16.9 BusTiming With PLL Off (CK10O Output) [Mode 2]
(Conditions: Vcec =3.0t05.5V, Ta=-20t0 +75°C)

Item Symbol  Min Max Unit Figures

Address delay time taD — 28 ns 16.16, 16.38, 16.47,
16.60, 16.67, 16.69

BS delay time tasp — 25 ns  16.16, 16.38, 16.47,
16.60, 16.67

CS delay time 1 tcspr — 25 ns  16.16, 16.38, 16.47,
16.60, 16.67

CS delay time 3 tcsps — 25 ns  16.16, 16.67

Read write delay time trwD — 25 ns 16.16, 16.38, 16.47,
16.60, 16.67

Read strobe delay time 2 trsD2 — 25 ns 16.16, 16.47, 16.60,
16.67, 16.69

Read data setup time 2 trDs2 10 — ns 16.16, 16.38, 16.47,
16.60, 16.67, 16.69

Read data hold time 2 tRDH2 0 — ns 16.16, 16.67

Read data hold time 3 tRDH3 1/2 tcyc — ns 16.38

(SDRAM)

Read data hold time 5 tRDHS5 0 — ns 16.47

(DRAM)

Read data hold time 6 tRDH6 0 — ns 16.60

(PSRAM)

Read data hold time 7 tRDH7 0 — ns 16.69

(interrupt vector)

Write enable delay time 2 tweb2 3 25 ns 16.17, 16.61

Write data delay time twob — 25 ns 16.17, 16.39, 16.48,
16.61

Write data hold time 1 twDH1 3 — ns 16.17, 16.39, 16.48,
16.61

Write data hold time 2 twbH2 5 — ns 16.17

Write data hold time 3 twDH3 3 — ns 16.61

DACK delay time 1 tpacD1 — 25 ns 16.16, 16.38, 16.47,
16.60, 16.67

DACK delay time 3 tbacD3 — 25 ns 16.16, 16.38, 16.47,
16.60, 16.67
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Table16.9 BusTiming With PLL Off (CKIO Output) [Mode 2] (cont)

(Conditions: Vec =3.0t05.5V, Ta=-20t0 +75°C)

Item Symbol  Min Max Unit Figures

WAIT setup time twTs 20 — ns 16.19, 16.43, 16.55,
16.67, 16.70

WAIT hold time twTH 10 — ns  16.19, 16.43, 16.55,
16.67, 16.70

RAS delay time 1 (SDRAM) traspr =~ — 25 ns  16.38

RAS delay time 3 (DRAM)  trasps 3 25 ns  16.47

CAS delay time 1 (SDRAM) tcaspr  — 25 ns  16.38

CAS delay time 3 (DRAM)  tcasps 3 25 ns  16.47

DQM delay time thomp — 25 ns 16.38

CKE delay time tckep — 33 ns 16.37

CE delay time 2 tceD? 3 25 ns  16.60

OE delay time 2 toep? — 25 ns  16.60

IVECF delay time tvp — 25 ns  16.69

Address input setup time” tasIN 25 — ns 16.71

Address input hold time” tAHIN 10 — ns  16.71

BS input setup time”* tass 25 — ns  16.71

BS input hold time” tgsn 10 — ns  16.71

Read/write input setup time™ tryws 25 — ns  16.71

Read/write input hold time"  tgywn 10 — ns  16.71

Data buffer on time tbon — 25 ns 16.17, 16.39, 16.48,
16.61

Data buffer off time tbor — 25 ns 16.17, 16.39, 16.48,

16.61

Note: When the external addresses monitor function is used, the PLL must be on.
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Notes: 1. The dotted line shows the waveform when synchronous DRAM is connected.
2.  trpn2 is specified from the rise of CSn or RD, whichever is first.
3. The DACKn waveform shown is for the case where active-high has been specified.

Figure16.14 Basic Read Cycle (No Waits, PLL On)
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Notes: 1. The dotted line shows the waveform when synchronous DRAM is connected.
2. The DACKn waveform shown is for the case where active-high has been
specified.

Figure16.15 Basic Write Cycle (No Waits, PLL On)
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Notes: 1. The dotted line shows the waveform When_synchronous DRAM is connected.
2. trpn2 is specified from the rise of CSn or RD, whichever is first.
3. The DACKn waveform shown is for the case where active-high has been specified.
Figure16.16 Basic Read Cycle (No Waits, PLL Off)
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Notes: 1. The dotted line shows the waveform when synchronous DRAM is connected.
2. The DACKn waveform shown is for the case where active-high has been specified.

Figure16.17 Basic Write Cycle (No Waits, PLL Off)
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Notes: 1. The dotted line shows the waveform when synchronous DRAM is connected.
2. The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.18 Basic Bus Cycle (1 Wait Cycle)
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Notes: 1. The dotted line shows the waveform when synchronous DRAM is connected.
2. The DACKn waveform shown is for the case where active-high has been specified.

Figure16.19 Basic Bus Cycle (External Wait Input)
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2.  The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.20 Synchronous DRAM Read Bus Cycle
(RCD =1Cycle, CASLatency =1 Cycle, Bursts=4, PLL On)
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Note:  The dotted line shows the waveform when synchronous DRAM in another CS space is
accessed.

Figure16.21 Synchronous DRAM Single Read Bus Cycle
(RCD =1Cycle, CASLatency =1 Cycle, Bursts=4, PLL On)
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2. The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.22 Synchronous DRAM Read Bus Cycle
(RCD =2 Cycles, CAS Latency = 2 Cycles, Bursts=4)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.23 Synchronous DRAM Read Bus Cycle
(Bank Active, Same Row Access, CAS Latency = 1 Cycle)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.24 Synchronous DRAM Read Bus Cycle
(Bank Active, Same Row Access, CAS Latency = 2 Cycles)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure16.25 Synchronous DRAM Read Bus Cycle (Bank Active, Different Row Access,
TRP =1 Cycle, RCD =1 Cycle, CAS Latency = 1 Cycle)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure16.26 Synchronous DRAM Read Bus Cycle (Bank Active, Different Row Access,
TRP =2 Cycles, RCD =1 Cycle, CAS Latency = 1 Cycle)
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Notes: 1. Dotted lines show the waveforms when synchronous DRAM in another CS space
is accessed.
2. The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.27 Synchronous DRAM Write Bus Cycle
(RCD =1 Cycle, TRWL =1 Cycle, PLL On)
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2. The DACKn waveform shown is for the case where active-high has been specified.

Dotted lines show the waveforms when synchronous DRAM in another CS space

514

Figure 16.28 Synchronous DRAM Write BusCycle
(RCD =2 Cycles, TRWL =2 Cycles)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.29 Synchronous DRAM Write Bus Cycle (Bank Active, Same Row Access)
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Note: The DACKn waveform shown is for the case where active-high has been specified.
Figure 16.30 Synchronous DRAM Consecutive Write Cycles
(Bank Active, Same Row Access)
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The DACKn waveform shown is for the case where active-high has been specified.

Figure16.31 Synchronous DRAM Write Bus Cycle
(Bank Active, Different Row Access, TRP =1 Cycle, RCD =1 Cycle)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.32 Synchronous DRAM Write Bus Cycle
(Bank Active, Different Row Access, TRP = 2 Cycles, RCD = 2 Cycles)
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Figure 16.33 Synchronous DRAM Mode Register Write Cycle (TRP =1 Cycle)
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Figure 16.34 Synchronous DRAM Mode Register Write Cycle (TRP = 2 Cycles)
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Note: A precharge cycle always precedes the auto-refresh cycle by the number of cycles
specified by TRP.

Figure 16.35 Synchronous DRAM Auto-Refresh Cycle (TRAS =2 Cycles)
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Figure16.36 Synchronous DRAM Auto-Refresh Cycle
(Shown From Precharge Cycle, TRP = 1 Cycle, TRAS = 2 Cycles)
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Figure 16.37 Synchronous DRAM Self-Refresh Cycle (TRAS=2)
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Notes: 1. The dotted line shows the waveform when synchronous DRAM in another CS space
is accessed.
2. The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.38 Synchronous DRAM Read Bus Cycle
(RCD =1Cycle, CASLatency = 1 Cycle, TRP =1 Cycle, Bursts=4, PLL Off)
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Notes: 1. Dotted lines show the waveforms when synchronous DRAM in another CS space
is accessed.
2.  The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.39 Synchronous DRAM Write Bus Cycle
(RCD =1 Cycle, TRWL =1 Cycle, PLL Off)
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Notes: 1. trpus is specified from the rise of RD or CASxx, whichever is first.
2. The DACKn waveform shown is for the case where active-high has been specified.

Figure16.40 DRAM Read Cycle (TRP =1 Cycle, RCD =1 Cycle, No Waits, PLL On)
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The DACKn waveform shown is for the case where active-high has been specified.

Figure16.41 DRAM Write Cycle
(TRP =1 Cycle, RCD =1 Cycle, No Waits, PLL On)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.42 DRAM BusCycle (TRP =2 Cycles, RCD = 2 Cycles, 1 Wait)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.43 DRAM BusCycle (TRP =1 Cycle, RCD =1 Cycle, External Wait I nput)
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trous is specified from the rise of RD or CASxx, whichever is first.

2. The DACKn waveform shown is for the case where active-high has been specified.
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Figure16.44 DRAM Burst Read Cycle
(TRP =1 Cycle, RCD =1 Cycle, No Waits, PLL On)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.45 DRAM Burst Write Cycle
(TRP =1 Cycle, RCD =1 Cycle, No Waits, PLL On)
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Figure 16.46 DRAM CAS-Before-RAS Refresh Cycle

(TRP =1 Cycle, TRAS = 2 Cycles, PLL On)
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Notes: 1. trpys is specified from the rise of RD or CASxx, whichever is first.
2. The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.47 DRAM Read Cycle (TRP =1 Cycle, RCD =1 Cycle, No Waits, PLL Off)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure16.48 DRAM Write Cycle (TRP =1 Cycle, RCD =1 Cycle, No Waits, PLL Off)
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Notes: 1. trpys is specified from the rise of RD or CASxx, whichever is first.
2. The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.49 DRAM Burst Read Cycle
(TRP =1 Cycle, RCD = 1 Cycle, No Waits, PLL Off)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.50 DRAM Burst Write Cycle
(TRP =1 Cycle, RCD = 1 Cycle, No Waits, PLL Off)
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Figure16.51 DRAM CAS-Before-RAS Refresh Cycle

(TRP =1 Cycle, TRAS =2 Cycles, PLL Off)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.52 Pseudo-SRAM Read Cycle
(PLL On, TRP =1 Cycle, RCD =1 Cycle, No Waits)
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Note:

The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.53 Pseudo-SRAM Write Cycle
(PLL On, TRP =1 Cycle, RCD =1 Cycle, No Waits)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure16.54 Pseudo-SRAM Bus Cycle (TRP =2 Cycles, RCD = 2 Cycles, 1 Wait)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.55 Pseudo-SRAM BusCycle
(TRP =1Cycle, RCD =1 Cycle, External Wait I nput)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

m

Figure 16.56 Pseudo-SRAM Read Cycle
(Static Column Mode, PLL On, TRP =1 Cycle, RCD = 1 Cycle, No Waits)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure16.57 Pseudo-SRAM Write Cycle
(Static Column Mode, PLL On, TRP =1 Cycle, RCD =1 Cycle, No Waits)
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Figure 16.58 Pseudo-SRAM Auto-Refresh Cycle
(PLL On, TRP =1 Cycle, TRAS =2 Cycles)
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Figure 16.59 Pseudo-SRAM Self-Refresh Cycle
(PLL On, TRP =1 Cycle, TRAS =2 Cycles)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.60 Pseudo-SRAM Read Cycle
(PLL Off, TRP =1 Cycle, RCD =1 Cycle, No Waits)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.61 Pseudo-SRAM Write Cycle
(PLL Off, TRP =1 Cycle, RCD =1 Cycle, No Waits)
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The DACKn waveform shown is for the case where active-high has been specified.
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Figure 16.62 Pseudo-SRAM Read Cycle
(Static Column Mode, PLL Off, TRP =1 Cycle, RCD = 1 Cycle, No Waits)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.63 Pseudo-SRAM Write Cycle
(Static Column Mode, PLL Off, TRP = 1 Cycle, RCD = 1 Cycle, No Waits)
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Figure 16.64 Pseudo-SRAM Auto-Refresh Cycle
(PLL Off, TRP =1 Cycle, TRAS =2 Cycles)
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Figure 16.65 Pseudo-SRAM Self-Refresh Cycle
(PLL Off, TRP =1 Cycle, TRAS =2 Cycles)
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Note: The DACKn waveform shown is for the case where active-high has been specified.
Figure16.66 Burst ROM Read Cycle (PLL On, 1 Wait)
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Note: The DACKn waveform shown is for the case where active-high has been specified.

Figure 16.67 Burst ROM Read Cycle (PLL Off, 1 Wait)
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Figure 16.68 Interrupt Vector Fetch Cycle (PLL On, No Waits)
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Figure16.69 Interrupt Vector Fetch Cycle (PLL Off, No Waits)
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Figure16.70 Interrupt Vector Fetch Cycle (1 External Wait Cycle)
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16.3.4 DMAC Timing

Table16.10 DMAC Timing (Conditions: Ve =3.0t05.5V, Ta=-20t0 +75°C)

Iltem Symbol Min Max Unit Figure
DREQO, DREQ1 setup time (PLL Off, On) tbros 50 — ns 16.72
DREQO, DREQ1 setup time (PLL On, 1/4 cycle delay) tprgs  50-1/4tcyc — ns
DREQO, DREQL1 hold time (PLL Off, On) tprROH 50 — ns
DREQO, DREQ1 hold time (PLL On, 1/4 cycle delay) tprgH 1/4tcyc+50 — ns
DREQO, DREQ1 low level width tDRQW 1.5 — tcyc
CKIO J—\— / \
tbrQs ~
DREQO, DREQ1
level
N
tbros tbrRQH
< > [
<L
DREQO, DREQ1
edge
g *
tbros
/
DREQO, DREQ1
level cancellation

Figure16.72 DREQO, DREQ1 Input Timing
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16.35 Free-Running Timer Timing

Table16.11 Free-Running Timer Timing (Conditions. Vcc =3.0t05.5V, Ta=-20to

+75°C)
Item Symbol  Min Max Unit  Figure
Output compare output delay time ttoco — 320 ns 16.73
(PLL Off, On)
Output compare output delay time ttocp — 1/4 tcyc + 320 ns
(PLL On, 1/4 cycle delay)
Input capture input setup time ttics 80 — ns
(PLL Off, On)
Input capture input setup time tTics 80— 1/4tcyc — ns
(PLL On, 1/4 cycle delay)
Timer clock input setup time trcks 80 — ns 16.74
(PLL Off, On)
Timer clock input setup time ttcks 80 -1/4tcyc — ns
(PLL On, 1/4 cycle delay)
Timer clock pulse width (single edge) ttrckwn 4.5 — teye
Timer clock pulse width (both edges) trekwL 8.5 — teye
CKIO : 5—/—\—7'/ \
trocp
FTOA, >§L
FTOB =
trics
FTI XT

Figure16.73 FRT Input/Output Timing

cwo SN

5/

FTCI
_#i trekwi

»
>

trcks

-
<

trekwH

|-

Figure16.74 FRT Clock Input Timing
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16.3.6 Watchdog Timer Timing

Table16.12 Watchdog Timer Timing (Conditions. Vcc =3.0t05.5V, Ta=-20t0 +75°C)

Item Symbol Min Max Unit Figure
WDTOVF delay time (PLL Off, On) twovp — 70 ns 16.75
WDTOVF delay time (PLL On, 1/4 cycle  twovp — 1/4tcyc+70 ns

delay)

CKIO
twovp ¢ twovp
-> -«
WDTOVF &L « %‘
))

Figure16.75 Watchdog Timer Output Timing
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16.3.7 Serial Communication Interface Timing

Table16.13  Serial Communication Interface Timing

(Conditions: Vcc =3.0to 5.5V, Ta=-20t0 +75°C)

Item Symbol  Min Max Unit  Figure
Input clock cycle tscyc 16 — teye 16.76
Input clock cycle (clocked synchronous mode) tseye 24 — teye
Input clock pulse width tsckw 0.4 0.6 tseye
Transmission data delay time (clocked trxp — 70 ns 16.77
synchronous mode)
Receive data setup time (clocked synchronous  trxg 70 — ns
mode)
Receive data hold time (clocked synchronous tRXH 70 — ns
mode)
tsckw
>
SCKO
"~ tscyc -

Figure 16.76 Input Clock Input/Output Timing

ScKo  / ; / z /

O

trxp
TxDO
(transmit data)
trxs | | tRxH
>
RxDO >< >< ZL AZ >< ><
(receive data) - -

Figure16.77 SCI Input/Output Timing (Clocked Synchronous M ode)
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16.3.8 AC Characteristics M easurement Conditions

e 1/Osignal reference level: 1.5V
e Input pulselevel: Vgsto 3.0 V (where RES, NMI, CKIO and MD5-MDO are within the range

VsstoVee)
e Input rise and fall times: 1 ns

lou
SH7604
output DUT output
pin
l CL VRer
lon

Notes: 1. C, is atotal value that includes the capacitance of measurement instruments, etc.,
and is set as follows for each pin.
30 pF: CKIO, RAS, CAS, CKE, CS0-CS3, BREQ, BACK, DACKO, DACK1, IVECF,
CKPACK.
50 pF: All output pins other than the above.
2. lpLand lpy values are as shown in section 16.2, DC Characteristics, and table
16.3, Permitted Output Current Values.

Figure 16.78 Output Load Circuit
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Appendix A Pin States

TableA.1 Pin States During Resets, Power-Down State, and Bus-Released State

Pin States
Reset Reset Power-Down
Power-On Manual Modes Bus-
Bus Bus Released
Category Pin Master Slave  Acquired Released Standby Sleep Mode
Clock CKIO 0™ 10" 0™ 0™ 10" 10" 10"
EXTAL I I I "t (8 I I
XTAL ot o1 o1 o1 o' o1 o1
CKPREQ z z I I I I I
CKPACK H H H H H2 H H
System control RESET I I I I I I I
WDTOVF H H H H o 0 0
BACK, BRLS z z I I z I I
BREQ, BGR H H o] o] H 0 0
MD5-MDO I I I I I I I
Interrupt NMI | | | | | | |
IRL3-IRLO z z z z [ [ [
IVECF H H H H H'3 H H
Address bus A26-A0 0 z 0 z z 0 z*
Data bus D31-DO z z 10 z z z z
Bus control CS3-CS0 H z 0 z H H z
BS H z o] z H H z
RD/WR H z 0 z H H z4
RAS, CE H z 0 z H H z
CAS, OE H z o] z H H z
CASHH, DQMUU H z o] z H H z
CASHL, DQMUL H z 0 z H H z
CASLH, DQMLU H z o] z H H z
CASLL, DQMLL H z o] z H H z
RD H z 0 z H H z
CKE H H o H o 0 H
WAIT z z I z z I Ignored
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TableA.1 Pin StatesDuring Resets, Power-Down State, and Bus-Released State (cont)

Pin States
Reset Reset Power-Down
Power-On Manual Modes Bus-
Bus Bus Released

Category Pin Master Slave Acquired Released Standby Sleep Mode
Direct memory DACKO, DACK1 H H H H K3 0 0
access DREQO, DREQ1 Z z z z z [ [
controller
(DMAC)
16-bit free- FTOA L L L L K3 0 0
running imer - £ro L L L L K3 0 0
(FRT) .

FTI z z z z K3 I I

FTCI z z z z K3 I I
Serial RXD z z z z K" I I
communication XD H H H H K3 o o
interface (SCI) "

SCK z z z z K3 10 I
I: Input
O: Output

H: High-level output
L: Low-level output
Z: High impedance
K: Input pins are high impedance, output pins retain their state
Notes: 1. Depends on the clock mode (MD2-MDO setting).
2. Low-level output in standby mode when the clock is paused.

3. When the high impedance bit (HIZ) in the standby control register (SBYCR) is set to 1,
output pins become high impedance.

4. Input when the external bus cycle address monitor function is used.

Other: In sleep mode, if the DMAC is running, the address/data bus and bus control signals
change according to the DMAC operation (the same applies during refreshing).
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Appendix B List of Registers

B.1 Listof I/O Registers

Abbrevia- )

tion of Bit Name
Address Register Bit7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit1 Bit 0 Module
H'FFFFFEO0  SMR C/A  CHR PE O/E  STOP MP CKS1 CKS0 ScCl
H'FFFFFEO1 BRR
H'FFFFFEO2 SCR TIE RIE TE RE MPIE TEIE CKEl CKEO
H'FFFFFEO3 TDR
H'FFFFFEO4 SSR TDRE RDRF ORER FER PER TEND MPB  MPBT
H'FFFFFEO5 RDR
H'FFFFFEO6 — — — — — — — — — —
to
H'FFFFFEQ9
H'FFFFFEL0 TIER ICIE — — — OCIAE OCIBE OVIE — FRT
HFFFFFE1l1 FTCSR  ICF — — — OCFA OCFB OVF  CCLRA
H'FFFFFE12 FRC
H'FFFFFEL3 OCRA/B
HFFFFFEL4
H'FFFFFEL5 TCR
'HFFFFFEL6 IEDGA — — — — — CKS1 CKSO
H'FFFFFE17 TOCR — — — OCRS — — OLVLA OLVLB
H'FFFFFE18 FICR
HFFFFFELD
H'FFFFFE20 — — — — — — — — — —
to
H'FFFFFES9
H'FFFFFE60  IPRB SCIIP3 SCIIP2 SCIIP1 SCIIPO FRTIP3 FRTIP2 FRTIP1 FRTIPO INTC
HFFFFFE6L .
H'FFFFFE62 VCRA — SERV6 SERV5 SERV4 SERV3 SERV2 SERV1 SERVO
'HFFFFFE6S — SRXV6 SRXV5 SRXV4 SRXV3 SRXV2 SRXV1 SRXVO
H'FFFFFE64 VCRB — STXV6 STXV5 STXV4 STXV3 STXV2 STXV1 STXVO
'HFFFFFEGS — STEV6 STEV5 STEV4 STEV3 STEV2 STEV1 STEVO
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Abbrevia-

tion of Bit Name

Address Register Bit7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0 Module

H'FFFFFE66 VCRC — FICV6 FICV5 FICV4 FICV3 FICV2 FICV1 FICVO INTC

H'FFFFFEG7 — FOCV6 FOCV5 FOCV4 FOCV3 FOCV2 FOCV1 FOCVO0

H'FFFFFE68 VCRD — FOVV6 FOVV5 FOVV4 FOVV3 FOVV2 FOVV1 FOVVO

H'FFFFFEG9 — — — — — — — —

H'FFFFFE6A — — — — — — — — — —

to

H'FFFFFE70

H'FFFFFE71 DRCRO — — — — — — RS1 RSO DMAC
(channel 0)

H'FFFFFE72 DRCR1 — — — — — — RS1 RSO DMAC
(channel 1)

H'FFFFFE73 — — — — — — — — — —

to

H'FFFFFE7F

H'FFFFFE80 WTCSR* OVF WTAT TME  —- — CKS2 CKS1 CKS0O WDT

H'FFFFFE81 WTCNT*

H'FFFFFE82 — — — — — — — — —

H'FFFFFE83 RSTCSR* WOVF RSTE RSTS — — — — —

H'FFFFFE84 — — — — — — — — —

to

H'FFFFFE90

H'FFFFFE91 SBYCR SBY HIZ — MSTP4 MSTP3 MSTP2 MSTP1 MSTPO Power-
down

H'FFFFFE92 CCR w1 WO — CP T™W ocC ID CE Cache

H'FFFFFE93 — — — — — — — — — —

to

H'FFFFFE9F

Note: Address for reading. When writing, the address is H'FFFFFE80 for WTCSR and WTCNT,
and H'FFFFFES82 for RSTCSR. See Section 12.2.4, Register Access, in Section 12,
Watchdog Timer (WDT), for more information.

566

HITACHI



Abbrevia-
tion of
Address Register Bit7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0 Module

Bit Name

H'FFFFFEEO ICR NIMIL  — — — — — — NIMIE  INTC

H'FFFFFEE1 — — — — — — - VECMD

H'FFFFFEE2 DIVUIP3 DIVUIP2 DIVUIP1 DIVUIPO DMACI3 DMACI2 DMACI1 DMACIO
IPRA

H'FFFFFEE3 WDTIP3 WDTIP2 WDTIP1 WDTIPO — — — —

H'FFFFFEE4 VCRWDT — WITV6 WITV5 WITV4 WITV3 WITV2 WITV1 WITVO

H'FFFFFEES — BCMV6 BCMV5 BCMV4 BCMV3 BCMV2 BCMV1 BCMVO

HFFFFFEE6 — — — — — — — — — —
to
H'FFFFFEFF

H'FFFFFFO0  DVSR DIVU

H'FFFFFFO1

H'FFFFFF02

HFFFFFFO3

H'FFFFFF04 DVDNT

H'FFFFFFO5

HFFFFFFO6

H'FFFFFFO7

HFFFFFFO8 DVCR  — — — — — — — —

HFFFFFFO9 — — — — — — — —

H'FFFFFFOA — — — — — — — —

H'FFFFFFOB — — — — — — OVFIE OVF

HFFFFFFOC VCRDIV — — — — — — — — —

H'FFFFFFOD — — — — — — — —

H'FFFFFFOE

HFFFFFFOF

HFFFFFF10  DVDNTH

H'FFFFFF11

HFFFFFF12

H'FFFFFF13
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Abbrevia-

HITACHI

tion of Bit Name
Address Register Bit7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0 Module
HFFFFFF14 DVDNTL DIVU
'HEEFFFF15
'HEEFFFF16
HFFFFFF17
HFFFFFF18 — — - - — — — — — —
to
H'FFFFFF3F
HFFFFFF40 BARAH  BAA3l BAA30 BAA29 BAA28 BAA27 BAA26 BAA25 BAA24 UBC
HFFFFFF41 BAA23 BAA22 BAA21 BAA20 BAAL9 BAAL8 BAAL7 BAAle (ChannelA)
HFFFFFF42 BARAL  BAAL5S BAAl4 BAAI3 BAAI2 BAALL BAALO BAA9 BAA8
HFFFFFF43 BAA7 BAA6 BAAS BAA4 BAA3 BAA2 BAAL BAAO
H'FFFFFF44 BAMRAH BAMA31 BAMA30 BAMA29 BAMA28 BAMA27 BAMA26 BAMA25 BAMA24
H'FFFFFF45 BAMA23 BAMA22 BAMA21 BAMA20 BAMA19 BAMA18 BAMA1l7 BAMAL6
H'FFFFFF46 BAMRAL BAMA15 BAMA14 BAMA13 BAMA12 BAMA1l BAMA10 BAMA9 BAMAS
H'FFFFFF47 BAMA7 BAMA6 BAMA5 BAMA4 BAMA3 BAMA2 BAMAl1 BAMAO
HFFFFFF48 BBRA  — — — - — — — —
'HFFFFFF49 CPAL CPAO IDAL IDAO RWAL RWAO SZAL SZAO
HFFFFFF4A — — — - — - — — — —
to
H'FFFFFFSF
HFFFFFF60 BARBH  BAB31 BAB30 BAB20 BAB28 BAB27 BAB26 BAB25 BAB24 UBC
HFFFFFF61 BAB23 BAB22 BAB21 BAB20 BAB19 BAB18 BABL7 BABle (ChamnelB)
HFFFFFF62 BARBL  BAB15 BABl4 BABI3 BABI2 BABLL BABIO BABY9 BABS
HFFFFFF63 BAB7 BAB6 BABS BAB4 BAB3 BAB2 BABL BABO
H'FFFFFF64 BAMRBH BAMB31 BAMB30 BAMB29 BAMB28 BAMB27 BAMB26 BAMB25 BAMB24
H'FFFFFF65 BAMB23 BAMB22 BAMB21 BAMB20 BAMB19 BAMB18 BAMB17 BAMB16
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Abbrevia-
tion of
Address Register Bit7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0 Module

Bit Name

H'FFFFFF66 BAMRBL BAMB15 BAMB14 BAMB13 BAMB12 BAMB1l BAMB10 BAMB9 BAMB8 UBC
HFFFFFF67 BAMB7 BAMB6 BAMB5 BAMB4 BAMB3 BAMB2 BAMB1 BAMBo (ChannelB)

HFFFFFF68 BBRB — — — — — — — —
H'FFFFFF69 CPB1 CPBO IDB1 IDBO RWB1 RWBO SZB1 SZBO

HFFFFFF6A — — — — — — — — —
to
H'FFFFFF6F

H'FFFFFF70 BDRBH BDB31 BDB30 BDB29 BDB28 BDB27 BDB26 BDB25 BDB24

H'FFFFFF71 BDB23 BDB22 BDB21 BDB20 BDB19 BDB18 BDB17 BDB16

H'FFFFFF72 BDRBL BDB15 BDB14 BDB13 BDB12 BDB11 BDB10 BDB9 BDBS8

H'FFFFFF73 BDB7 BDB6 BDB5 BDB4 BDB3 BDB2 BDB1 BDBO

H'FFFFFF74 BDMRBH BDMB31 BDMB30 BDMB29 BDMB28 BDMB27 BDMB26 BDMB25 BDMB24

H'FFFFFF75 BDMB23 BDMB22 BDMB21 BDMB20 BDMB19 BDMB18 BDMB17 BDMB16

H'FFFFFF76 BDMRBL BDMB15 BDMB14 BDMB13 BDMB12 BDMB11 BDMB10 BDMBY9 BDMB8

H'FFFFFF77 BDMB7 BDMB6 BDMB5 BDMB4 BDMB3 BDMB2 BDMB1 BDMBO
HFFFFFF78 BRCR  CMFCA CMFPA EBBE UMD — PCBA — —
H'FFFFFF79 CMFCB CMFPB — SEQ DBEB PCBB — —
HFFFFFF7A — — — — — — — — — —
to

H'FFFFFF7F

569
HITACHI



Address

Abbrevia-

tion of Bit Name

Register Bit7 Bit 6 Bit 5 Bit 4 Bit 3

Bit 2

Bit 1

Bit 0 Module

HFFFFFF80

H'FFFFFF81

H'FFFFFF82

HFFFFFF83

SARO

DMAC

(channel 0)

H'FFFFFF84

H'FFFFFF85

HFFFFFF86

H'FFFFFF87

DARO

H'FFFFFF88

HFFFFFF89

H'FFFFFF8A

H'FFFFFF8B

TCRO — — — — —

HFFFFFF8C

H'FFFFFF8D

H'FFFFFFSE

HFFFFFF8F

CHCRO — — — — —

DM1 DMO SM1 SMO TS1

AR

AM

AL DS DL B TA

TE

DE

H'FFFFFF90

H'FFFFFFO1

HFFFFFF92

H'FFFFFF93

SAR1

DMAC

(channel 1)

H'FFFFFF94

HFFFFFF95
HFFFFFF96

H'FFFFFF97

DAR1

HFFFFFFO8

H'FFFFFF99

H'FFFFFFOA

HFFFFFFOB

TCR1 — — — — —
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Address

Abbrevia-
tion of
Register

Bit Name

Bit 7

Bit 6

Bit 5

Bit 4

Bit 3

Bit 2

Bit 1

Bit 0

Module

HFFFFFFIC

H'FFFFFFID

H'FFFFFFOE

HFFFFFFOF

CHCR1

DM1

MDO

SM1

SMO

TS1

AR

AM

AL

DS

DL

B

TA

TE

DE

DMAC
(channel 1)

H'FFFFFFAQ

HFFFFFFAL

HFFFFFFA2

HFFFFFFA3

VCRMAO

VvC7

VC6

VC5

VC4

VC3

VvC2

VC1

VCO

DMAC
(channel 0)

HFFFFFFA4
to
HFFFFFFA7

H'FFFFFFA8

HFFFFFFAQ

HFFFFFFAA

H'FFFFFFAB

VCRDMA1

VvC7

VC6

VC5

VC4

VC3

VvC2

VC1

VCO

DMAC
(channel 1)

H'FFFFFFAC
to
H'FFFFFFAF

H'FFFFFFBO

H'FFFFFFB1

HFFFFFFB2

H'FFFFFFB3

DMAOR

PR

AE

NMIF

DME

HFFFFFFB4
to
H'FFFFFFDF

DMAC
(channels
0and 1)
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Address

Abbrevia-
tion of
Register

Bit Name

Bit 7

Bit 6

Bit 5

Bit 4

Bit 3

Bit 2

Bit 1

Bit 0 Module

HFFFFFFEO

H'FFFFFFEL

H'FFFFFFE2

HFFFFFFE3

BCR1

— BSC

MASTR

ENDIAN

BSTROM

PSHR

AHLW1

AHLWO

A1LW1

A1LWO

AOLW1

AOLWO

DRAM2

DRAM1

DRAMO

H'FFFFFFE4

H'FFFFFFES

HFFFFFFE6

H'FFFFFFE7

BCR2

A3SZ0

A2S71

A2S70

H'FFFFFFES

HFFFFFFEQ

H'FFFFFFEA

H'FFFFFFEB

WCR

W31

IW30

W20

w21

IW10

w1l

w01

IW00

w31

W30

w20

w21

W10

wil

wo1

W00

HFFFFFFEC

H'FFFFFFED

H'FFFFFFEE

HFFFFFFEF

MCR

TRP

RCD

TRWL

TRAS1

TRSO

BE

AMX2

Sz

AMX1

AMXO0

RFSH

RMD

H'FFFFFFFO

H'FFFFFFFL

HFFFFFFF2

H'FFFFFFF3

RTCSR

CMF

CMIE

CKS2

CKS1

CKSO0

H'FFFFFFF4

H'FFFFFFF5
HFFFFFFF6

HFFFFFFF7

RTCNT

HFFFFFFF8

H'FFFFFFF9

H'FFFFFFFA

HFFFFFFFB

RTCOR

H'FFFFFFFC
to
H'FFFFFFFF
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B.2 Register Chart

Register name (abbreviation) Access size Module
Start address
SCI
Serial mode register (SMR) H'FFFFFEOO 8
Item 7 6 5 4 o 3 2 1 0
Register _ — =
9 . Bit Name CIA CHR PE O/E STOP MP CKS1 CKS0
OVEIVIEW | Tnitial value 0 0 0 0 0 0 0 0
L R/W R/W R/W R/W R/W R/W R/W R/W R/W
[ Bit Bit Name Value Description
7 Communication mode 0 Asynchronous mode (Initial value)
(CIA) 1 Clocked synchronous mode
6  Character length 0 Eight-bit data (Initial value)
(CHR) 1 Seven-bit data
5 Parity enable 0 Parity bit not added or checked (Initial value)
) (PE) 1 Parity bit added and checked
Bit 4 Parity mode 0 Even parity (Initial value)
function (GE) 1 Odd parity
3 Stop bit length 0 One stop bit (Initial value)
(STOP) 1 Two stop bits
2 Multiprocessor mode 0 Multiprocessor function disabled (Initial value)
(MP) 1 Multiprocessor format selected
1 Clock select 1 and 0 0 0 @4 (Initial value)
(CKS1, CKS0) 0 1 @16
0 1 0 @64
| 1 1 @256
Bit number  Bit name E;/l\t”\]/a:]uteh e  of bit Bit description
(abbreviation) (When there is a set of bits,

the upper bit is on the left,
and the lower bit on the right.)
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[ SCI |

Serial mode register (SMR) H'FFFFFEOO 8
Bit
Item 7 6 5 4 3 2 1 0
Bit Name CIA CHR PE O/E STOP MP CKS1 CKS0
Initial Value 0 0 0 0 0 0 0 0
R/W R/W R/W R/W R/W R/W R/W R/W R/W
Bit Bit Name Value Description
7 Communication mode 0 Asynchronous mode (Initial value)
(CIA) 1 Clocked synchronous mode
6 Character length 0 Eight-bit data (Initial value)
(CHR) 1 Seven-bit data
5 Parity enable 0 Parity bit not added or checked (Initial value)
(PE) 1 Parity bit added and checked
4 Parity mode 0 Even parity (Initial value)
(OE) 1 Odd parity
3 Stop bit length 0 One stop bit (Initial value)
(STOP) 1 Two stop hits
2 Multiprocessor mode 0 Multiprocessor function disabled (Initial value)
(MP) 1 Multiprocessor format selected
1 Clock select 1 and 0 0 0 @4 (Initial value)
(CKS1, CKSO0) 0 1 g/16
0 1 0 @64
1 1 @/256
Bit rate register (BRR) H'FFFFFEO1 8
Bit
Iltem 7 6 5 4 3 2 1 0
Bit Name
Initial Value 1 1 1 1 1 1 1 1
R/W R/W R/W RIW R/W R/W R/W R/W R/W
Bit Bit Name Description
7100 (Bit rate setting) Sets serial transmit/receive bit rate
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[ SCI

Serial control register (SCR)

H'FFFFFEQ2 8

Iltem

Bit

7

6

5

4 3 2 1 0

Bit Name

TIE

RIE

TE

RE MPIE TEIE CKE1l CKEO

Initial Value 0

0

0

0 0 0 0 0

R/W

R/W

R/W

R/W

R/W R/IW R/W R/W R/W

Bit

Bit Name

Value

Description

7

Transmit interrupt
enable (TIE)

0

Transmit-data-empty interrupt request (TXI) is disabled
(Initial value)

Transmit-data-empty interrupt request (TXI) is enabled

Receive interrupt enable

(RIE)

Ol

Receive-data-full interrupt (RXI) and receive-error
interrupt (ERI) requests are disabled (Initial value)

Receive-data-full interrupt (RXI) and receive-error
interrupt (ERI) requests are enabled

Transmit enable (TE)

Transmitter disabled (Initial value)

Transmitter enabled

Receiver disabled (Initial value)

Receiver enabled

0
1
Receive enable (RE) 0
1
0

Multiprocessor interrupt

enable (MPIE)

Multiprocessor interrupts are disabled (nomal receive
operation) (Initial value).

MPE is cleared to 0 when MPIE is cleared to 0O, or the
multiprocessor bit (MPB) is set to 1 in receive data.

Multiprocessor interrupts are enabled. Receive-data-full
interrupt requests (RXI), receive-error interrupt requests
(ERI), and setting of the RDRF, FER, and ORER status
flags in the serial status register (SSR) are disabled until
the multiprocessor bit is set to 1.

Transmit-end interrupt 0

enable (TEIE)

Transmit-end interrupt (TEI) requests are disabled
(Initial value)

Transmit-end interrupt (TEI) requests are enabled

1,0

Clock enable 1 and O 0

(CKE1 and CKE2)

0

Asynchronous Internal clock, SCK pin used for
mode input pin (input signal is ignored or
output pin output level is undefined)

Clocked
synchronous mode

Internal clock, SCK pin used for
synchronous clock output

1

Asynchronous
mode

Internal clock, SCK pin used for
clock output

Clocked
synchronous mode

Internal clock, SCK pin used for
synchronous clock output

0

Asynchronous
mode

Internal clock, SCK pin used for
clock input

Clocked
synchronous mode

Internal clock, SCK pin used for
synchronous clock input

1

Asynchronous
mode

Internal clock, SCK pin used for
clock input

Clocked
synchronous mode

Internal clock, SCK pin used for
synchronous clock input
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[ SCI |

Transmit data register (TDR) H'FFFFFEO3 8
Bit
Item 7 6 5 4 3 2 1 0
Bit Name
Initial Value 1 1 1 1 1 1 1 1
R/W R/W R/W R/W R/W R/W R/W R/W R/W
Bit Bit Name Description
7100 (Stores transmit data) Stores data for serial transmission
Serial status register (SSR) H'FFFFFEQ4 8
Bit
Item 7 6 5 4 3 2 1 0
Bit Name TDRE RDRF ORER FER PER TEND MPB MPBT
Initial Value 1 0 0 0 0 1 0 0
R/W R(W)* R(W)* R(W)* R(W)* R(W)* R R R/W
Note: Only O can be written to clear flags.
Bit Bit Name Value Description
7 Transmit data register 0 TDR contains valid transmit data
empty (TDRE) TDRE is cleared to 0 when software reads TDRE after it

has been set to 1, then writes 0 in TDRE, or the DMAC

writes data in TDR.

1 TDR does not contain valid transmit data (Initial value)
TDRE is set to 1 when the chip is reset or enters standby
mode, the TE bit in the serial control register (SCR) is
cleared to 0, or TDR contents are loaded into TSR, so

new data can be written in TDR.

6 Receive data register 0 RDR does not contain valid received data (Initial value)
full (RDRF) RDRF is cleared to 0 when the chip is reset or enters
standby mode, software reads RDRF after it has been set
to 1, then writes 0 in RDRF, or the DMAC reads data

from RDR.

1 RDR contains valid received data

RDRF is set to 1 when serial data is received normally

and transferred from RSR to RDR.
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Bit Bit Name

Value

[ SCI

Description

5 Overrun error (ORER)

0

Receiving is in progress or has ended normally (Initial
value)

ORER is cleared to 0 when the chip is reset or enters
standby mode, or software reads ORER after it has been
set to 1, then writes 0 in ORER.

A receive overrun error occurred
ORER is set to 1 if reception of the next serial data ends
when RDRF is setto 1.

4 Framing error (FER)

Receiving is in progress or has ended normally (Initial
value)

FER is cleared to 0 when the chip is reset or enters
standby mode, or software reads FER after it has been
set to 1, then writes 0 in FER.

A receive framing error occurred
FER is set to 1 if the stop bit at the end of receive data is
checked and found to be 0.

3 Parity error (PER)

Receiving is in progress or has ended nomally (Initial
value)

PER is cleared to 0 when the chip is reset or enters
standby mode or software reads PER after it has been
setto 1, then writes 0 in PER.

A receive parity error occurred

PER is set to 1 if the number of Is in receive data,
including the parity bit, does not match the even or odd
parity setting of the parity mode bit (O/E) in the serial
mode register (SMR).

2 Transmit end (TEND)

Transmission is in progress

TEND is cleared to 0 when software reads TDRD after it
has been set to 1, then writes 0 in TDRE, or the DMAC
writes data in TDR.

End of transmission (Initial value)

TEND is set to 1 when the chip is reset or enters standby
mode, TE is cleared to 0 in the serial control register
(SCR), or TDRE is 1 when the last bit of a one-byte serial
character is transmitted.

1 Multiprocessor bit
(MPB)

Multiprocessor bit value in receive data is 0 (Initial value)

[EY

Multiprocessor bit value in receive data is 1

0 Multiprocessor bit
transfer (MPBT)

Multiprocessor bit value in transmit data is 0 (Initial value)

Multiprocessor bit value in transmit data is 1
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SCI |

Receive data register (RDR) H'FFFFFEQ05 8
Bit
Item 7 6 5 4 3 2
Bit Name
Initial Value 0 0 0 0 0 0
R/W R R R R R R
Bit Bit Name Description
7t0o 0 (Stores serial receive Stores the received serial data
data)
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[ FRT

Timer interrupt enable register

(TIER) H'FFFFFE10 8
Bit
Item 7 6 5 4 3 2 1 0
Name ICIE — — — OCIAE OCIBE OVIE —
Initial Value 0 0 0 0 0 0 0 1
R/W R/W R/W R/W R/W R/W R/W R/W R/W
Bit Bit Name Value Description
7 Input capture interrupt 0 Disables interrupt requests (ICI) from ICF (Initial value)
enable (ICIE)

[EnY

Enables interrupt requests (ICI) from the ICF

3 Output compare
interrupt A enable
(OCIAE)

0 Disables interrupt requests (OCIA) from OCFA
(Initial value)

1 Enables interrupt requests (OCIA) from OCFA

2 Output compare
interrupt B enable
(OCIBE)

0 Disables interrupt requests (OCIB) from OCFB
(Initial value)

1 Enables interrupt requests (OCIB) from OCFB

1 Timer overflow interrupt
enable (OVIE)

0 Disables interrupt requests (OVI) from OVF (Initial value)

1 Enables interrupt requests (OVI) from OVF

Free-running timer control/status

register (FTCSR) H'FFFFFE11 8
Bit
Item 7 6 5 4 3 2 1 0
Bit Name ICF — — — OCFA OCFB OVF CCLRA
Initial Value 0 0 0 0 0 0 0 0
R/W R/(W)* R/(W)*  R/(W)*  RI(W)* R/W
Note: For bits 7, and 3 to 1, the only value that can be written is O (to clear the flags)

Bit Bit Name

Value

Description

7 Input capture flag (ICF)

0 Clear conditions: When ICF = 1, ICF is read and then O is
written to it (Initial value)

1 Set conditions: When FRC value is sent to ICR by the
input capture signal

3 Output compare flag A
(OCFA)

0 Clear conditions: When OCFA =1, OCFA is read and
then 0 is written to it (Initial value)

1 Set conditions: When FRC value becomes equal to
OCRA
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Bit Bit Name Value Description
2 Output compare flag B 0 Clear conditions: When OCFB =1, OCFB is read and
(OCFB) then 0 is written to it (Initial value)
1 Set conditions: When FRC value becomes equal to
OCRB
1 Timer overflow flag 0 Clear conditions: When OVF = 1, OVF is read and then O
(OVF) is written to it (Initial value)
1 Set conditions: When FRC value changes from H'FFFF to
H'0000
0 Counter clear A 0 Disables FRC clear (Initial value)
(CCLRA) 1 Clears FRC on compare match A
H'FFFFFE12(FRCH)
Free-running counter (FRC) H'FFFFFE13(FRCL) 16*

Note: Access FRCH first and then FRCL, two 8-bit units.

Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
RIW RW RW RW RW R/W RW RW RW RW R/W RW RW RW RW RW R/W
Bit Bit Name Description
15t0 0 (Count value) Counts input clock pulses

Output compare register A/B*1 H'FFFFFE14(OCRA/BH
(OCRA/B) H'FFFFFE15(OCRA/BL) 16*2

Notes: 1. Switch registers with OCRS in TOCR.
2. Access OCRA/BH first and then OCRA/BL, in two 8-bit units.

Bit
Item 5 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name
InitalVave 0 0 O O O O O O O O O O O Oo0 0 o©
R/W R/W R/W R/W R/W R/W RW RW R/W R/W R/W R/W R/W R/W RW RW R/W
Bit Bit Name Description

15t0 0 (FRC value comparison) Sets OCFA when OCFA = FRC
Sets OCFB when OCFB = FFC
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Timer control register (TCR) H'FFFFFE16 8
Bit
Item 7 6 5 4 3 2 1 0
Bit Name IEDGA — — — — — CKs1 CKSO0
Initial Value 0 0 0 0 0 0 0 0
R/W R/W R/W R/W R/W R/W R/W R/W R/W
Bit Bit Name Value Description
7 Input edge select 0 Captures input on falling edge (Initial value)
(IEDG) 1 Captures input on rising edge

1,0 Clock selects Internal clock: count on @/8 (Initial value)

(CKS1 and CKSO0) Internal clock: count on /32

Internal clock: count on /128

PPk OO
R |OF | O

External clock: count on rising edge

Timer output compare control

register (TOCR) H'FFFFFE17 8
Bit
Item 7 6 5 4 3 2 1 0
Bit Name — — — OCRS — — OLVLA OLVLB
Initial Value 1 1 1 0 0 0 0 0
R/W — — — R/W R/W R/W R/W R/W
Bit Bit Name Value Description
4 Output compare register 0 Selects OCRA register (Initial value)

select (OCRS)
1 Output level A (OLVLA)

Selects OCRB register

Outputs 0 on compare match A (Initial value)
Outputs 1 on compare match A

Outputs 0 on compare match B (Initial value)
Outputs 1 on compare match B

0 Output level B (OLVLB)

==
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H'FFFFFE18 (ICRH)
Input capture register (ICR) H'FFFFFE19 (ICRL) 16*

Note: Access ICRH first and then ICRL, in two 8-bit units.

Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
Bit Name
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
R/IW R R R R R R R R R R R R R R
Bit Bit Name Description
15t0 0 (Stores FRC value) Stores FRC value when an input capture signal occurs
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Interrupt priority level setting
register A (IPRA)

H'FFFFFEE2 8/16

Bit

Item 15 14 13

12

11

10

9 8 7 6 5 4 3 2 1 0

Bit Name DIVU DIVU DIVU DIVU DMACDMAC DMACDMAC WDT WDT WDT WDT

IP3 IP2 IP1

IPO

IP3

1P2

IPL IPO P3 P2 IPL IP0O — — — —

Initial Value 0 0 0

0

0

0

0 0 0 0 0 0 0 0 0 0

R/W RW R/W R/W R/W R/W R/W

RW RW RW RW RW RW R R R

Bit Bit Name

Description

15to 12 Division unit (DIVU) interrupt
priority level (DIVUIP3-DIVUIPO)

These bits set the division unit (DIVU) interrupt
priority level

11to 8 DMA controller interrupt priority

level (DMACIP3-DMACIPO)

These bits set the DMA controller (DMAC) interrupt
priority level

7to4  Watchdog timer (WDT) interrupt

priority level (WDTIP3-WDTIPO)

These bits set the watchdog timer (WDT) interrupt
priority level and bus state controller (BSC) interrupt
priority level

Interrupt priority level setting

register B (IPRB) H'FFFFFE6O 8/16
Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
BitName SCI SCI SCI SCI FRT FRT FRT FRT
IP3 P2 IP1 IPO IP3 IP2 IP1 IPO — — — — — — — —
Initalvaue 0 0 ©0 ©0 ©O0 O O ©O0O O O O 0 ©0 0 0 0

R/IW RW RW RW RW RW RW R/W RW R R R R R R R R

Bit Bit Name

Description

15to 12 Serial communication interface

(SCI) interrupt priority level
(SCIIP3-SCIIPO)

These bits set the serial communication interface
(SCI) interrupt priority level

11to 8 Free-running timer (FRT) interrupt These bits set the free-running timer (FRT) interrupt
priority level (FRTIP3—FRTIPOQ)

priority level
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Vector number setting register A

(VCRA) H'FFFFFE62 8/16
Bit

Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name SER SER SER SER SER SER SER SRX SRX SRX SRX SRX SRX SRX
— V6 V5 V4 V3 V2 V1 VO — V6 V5 V4 V3 V2 V1 VO
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
R/W R RW RW RW RW RW RW RW R RW RW RW RW RW R/W R/W

Bit Bit Name Description

14to 8 Serial communication interface These bits set the vector number for the serial
(SCI) receive-error interrupt vector communication interface (SCI) receive-error interrupt
number (SERV6-SERVO0) (ERI)

6to 0 Serial communication interface These bits set the vector number for the serial
(SCI) receive-data-full interrupt communication interface (SCI) receive-data-full
vector number (SRXV6-SRXVO0) interrupt (RXI)

Vector number setting register B

(VCRB) H'FFFFFE64 8/16
Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name STX STX STX STX STX STX STX STE STE STE STE STE STE STE
— V6 V5 V4 V3 V2 V1 VO — V6 V5 V4 V3 V2 V1 VO
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
R/W R RW RW RW RW RW RW RW R RW RW RW RW RW R/W R/W
Bit Bit Name Description
14to 8 Serial communication interface These bits set the vector number for the serial
(SCI) transmit-data-empty communication interface (SCI) transmit-data-empty
interrupt vector number (STXV6— interrupt (TXI)
STXV0)

6to 0 Serial communication interface These bits set the vector number for the serial
(SCI) transmit-end interrupt vector communication interface (SCI) transmit-end interrupt
number (STEV6—STEV0) (TED)
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Vector number setting register C

(VCRC) H'FFFFFE66 8/16
Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name FIC FIC FIC FIC FIC FIC FIC FOC FOC FOC FOC FOC FOC FOC
— V6 V5 V4 V3 V2 VI VO — V6 V5 V4 V3 V2 V1 VO
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
R/IW R RW RW RW RW RW RW RW R RMW RW RW RW RW R/W R/W
Bit Bit Name Description

14to 8 Free-running timer (FRT) input- These bits set the vector number for the free-running
capture interrupt vector number  timer (FRT) input-capture interrupt (ICI)
(FICV6-FICVO0)

6to 0 Free-running timer (FRT) output- These bits set the vector number for the free-running
compare interrupt vector number timer (FRT) output-compare interrupt (OCI)
(FOCV6-FOCVO0)

Vector number setting register D

(VCRD) H'FFFFFE68 8/16
Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name FOV FOV FOV FOV FOV FOV FOVv

— V6 V5 V4 V3 V2 V1 VO

Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

R/W R RW RW R/W R/W R/W RW RW R R R R R R R R

Bit Bit Name Description
14to 8 Free-running timer (FRT) overflow These bit set the vector number for the free-running
interrupt vector number (FOVV6— timer(FRT) overflow interrupt (OVI)
FOVVO0)
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Vector number setting register

WDT (VCRWDT) H'FFFFFEE4 8/16
Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name WIT WIT WIT WIT WIT WIT WIT BCM BCM BCM BCM BCM BCM BCM
— V6 V5 V4 V3 V2 V1 VO — V6 V5 V4 V3 V2 V1 VO
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
R/W R RW RW RW RW RW RW RW R RW RW RW RW R/W R/W R/W
Bit Bit Name Description
14to 8 Watchdog timer (WDT) interval These bits set the vector number for the interval
interupt vector number (WITV6— interrupt (ITI) of the watchdog timer (WDT)
WITVO)
6to 0 Bus state controller (BSC) compare These bits set the vector number for the compare
match interrupt vector number match interrupt (CMI) of the bus state controller
(BCMV6-BCMV0) (BSC)

Vector number setting register

DIV (VCRDIV) H'FFFFFFOC 32
Bit

Item 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
Bit Name —_ = = = —_ - - = —_ - - = —_ = = =
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
R/W R R R R R R R R R R R R R R R R
Item 5 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Bit Name
Initial Value — — — — —_ - - = —_ - - = _ - = =

R/W RW RW R/W R/W R/W RW RW RW RW RW R/W R/W R/W R/W RW R/W

Bit Bit Name Description
15to 0 (Vector number setting) These bits set the vector number for the interrupt
when caused by overflow or underflow of the division
unit
586

HITACHI



INTC

Vector number setting registers H'FFFFFFAO (channel 0)
DMAO and DMA1 (VCRDMAO, H'FFFFFFA8 (channel 1) 32
VCRDMA1)
Bit
Item 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
BitName @ — @— - @ - @ - - - - - - - - - - — —
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
R/IW R R R R R R R R R R R R R R R R
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
BtName — — — — — — — — VC7 VC6 VC5 VC4 VC3 VC2 VC1l VCO
Initial Value 0 0 0 0 0 0 0 0 —_ = = = —_ = = =
R/IW R R R R R R R R RW RW RW RW RW RW RW RW
Bit Bit Name Description
7to 0 Vector number bits (VC7-VCO) These bits set the vector number at the end of DMA
transfer
Interrupt control register (ICR) H'FFFFFEEQ 8/16
Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name VEC
NML — — — — — — NME — — — — — — — MD
Initial Value 0/1* 0 0 0 0 0 0 0 _ = = = = = = =
RIW R R R R R R R RW R R R R R R R RW
Note: When NMI input is high: 1; when NMI input is low: O
Bit Bit Name Value Description
15  NMlinput level (NMIL) 0 NMlinput level is low
1 NMlinput level is high
8 NMI edge select (NMIE) 0 Interrupt request is detected on falling edge of NMI input
(Initial value)
1 Interrupt request is detected on rising edge of NMI input
1 RL interrupt vector 0 Auto-vector mode, automatically set internall
(Initial value)
mode select (VECMD) 1 External vector mode, external input

HITACHI
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Watchdog timer control/status 8 (read)
register (WTCSR) H'FFFFFE80 16 (write)
Bit
Item 7 6 4 3 2 1 0
Bit Name OVF WT/IT TME — — CKS2 CKS1 CKSO0
Initial Value 0 0 1 1 0 0 0
R/W R/I(W)* R/W R/IW — — R/W R/W R/W
Note: WTCSR differs from other registers in being more difficult to write. See section 12.2.4,

Register Access, for details.

Bit Bit Name Value Description
7 Overflow flag (OVF) 0 No overflow of WTCNT in interval timer mode (Initial
value
CIearZad by reading OVF, then writing 0 in OVF
1 WTCNT overflow in interval timer mode
6 Timer mode select 0 Interval timer mode: Interval timer interrupt (ITI) request
(WT/IT) to the CPU when WTCNT overflows (Initial value)
1 Watchdog timer mode: WDTOVF signal is output
externally when WTCNT overflows
5 Timer enable (TME) 0 Timer disabled: WTCNT is initialized to H'00 and count-
up stops (Initial value)
1 Timer enabled: WTCNT starts counting
A WDTOVF signal or interrupt is generated when
WTCNT overflows
2to 0 Clock select2to 0 CKS2 CKS1 CKSO Clock Source Overflow Interval
(CKS2 to CKSO0) (p=28.7 MH2z)
0 0 0 @2 (Initial value)  17.8us
0 0 1 o644 570.8us
0 1 0 @128 1.1lms
0 1 1 /256 2.2ms
1 0 0 @512 4.5ms
1 0 1 @/1024 9.1ms
1 1 0 @/4096 35.5ms
1 1 1 @8192 73.0ms
588

HITACHI



WDT

Watchdog timer counter H'FFFFFES8O (write) 16 (write)
(WTCNT) H'FFFFFE81 (read) 8 (read)
Bit
Item 7 6 5 4 3 2 1 0
Bit Name
Initial Value 0 0 0 0 0 0 0 0
R/W R/W R/W R/W R/W R/W R/W R/W R/W
Bit Bit Name Description
7t0 0 (Countvalue) Input clock count value
Reset control/status register H'FFFFFE82 (write) 16 (write)
(RSTCSR) H'FFFFFES83 (read) 8 (read)
Bit
Item 7 6 5 4 3 2 1 0
Bit Name WOVF  RSTE RSTS — — — — —
Initial Value 0 0 0 1 1 1 1 1
R/W R/(W)* R/W R/W — — — — —
Note: Only O can be written in bit 7 to clear the flag.
Bit Bit Name Value Description
7 Watchdog timer 0 No WTCNT overflow in watchdog timer mode
overflow flag (WOVF) (Initial value)
Cleared when software reads WOVF, then writes 0 in
WOVF
1 Set by WTCNT overflow in watchdog timer mode
6 Reset enable (RSTE) 0 No internal reset when WTCNT overflows
(Initial value)
1 Internal reset when WTCNT overflows
5 Reset select (RSTS) 0 Power-onreset (Initial value)
1 Manual reset
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Divisor register (DVSR) H'FFFFFEQO 32
Bit
Item 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
Bit Name
Initial Value @— — @ — @ — @ - - - - - - - — — — — —
R/W RW R/W R/W RW R/W RW R/W RW R/W RW RW RW R/W RW RW R/W
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name
Initial Value @— — — @ — @ - - - - - - - - — — — —
R/W RW R/W R/W RW R/W RW R/W RW R/W RW RW RW R/W RW RW R/W
Bit Bit Name Description
31to 0 (Written with divisor) Used to write the divisor for the operation

Dividend register L for 32-bit

division (DVDNT) H'FFFFFEQ4 32
Bit

Item 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
Bit Name

Initial Valuoe @ — — — @ — - - - - - - - - - — — —
R/W R/W R/W R/W RW R/W RW R/W RW R/W RW RW RW R/W RW R/W R/W
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name

Initial Valuoe @ — — — @ — - - - - - - - - - — — —
R/W R/W R/W R/W RW R/W RW R/W RW R/W RW RW RW R/W RW R/W R/W
Bit Bit Name Description

31to 0 (Dividend setting) Set with the 32-bit dividend used for 32-bit/32-bit division

operations
590

HITACHI



[ DIVU

Division control register (DVCR) | H'FFFFFFO08 16/32
Bit
Item 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
Bit Name - = = = = — - = = = = = = =
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
R/W R R R R R R R R R R R R R R R
Iltem 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name OVF
— —  — _ - - - - — — — IE OVF
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0
R/W R R R R R R R R R R R R R R/W R/W
Bit Bit Name Value Description
1 OVF interrupt enable 0 Disables interrupt request (OVFI) caused by OVF
(OVFIE) (Initial value)
1 Enables interrupt request (OVFI) caused by OVF
0 Overflow flag (OVF) 0 No overflow has occurred (Initial value)
1 Overflow has occurred
Dividend register H (DVDNTH) H'FFFFFF10 32
Bit
Item 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
Bit Name
Initial Value @— @ — @ — @ — @ - - - - - - - - - - — —
R/W RW R/W R/W RW R/W RW R/W RW R/W RW R/W R/W R/W R/W RW R/W
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name
Initial Value @— @ — @ — @ — @ - - - - - - - - - - — —
R/W RW R/W R/W RW R/W RW R/W R/W R/W RW R/W RW R/W R/W RW R/W
Bit Bit Name Description

31to1l (Dividend setting)

Set with the upper 32 bits of the dividend used for 64-bit/32-
bit division operations
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Dividend regiater L (DVDNTL) H'FFFFFF14 32
Bit
Item 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
Bit Name
Initial Value @— — @ — @ — @ - - - - - - - — — — — —
R/W RW R/W R/W RW R/W RW R/W RW R/W RW RW RW R/W RW RW R/W
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name
Initial Value @— — — @ — @ - - - - - - - - — — — —
R/W RW R/W R/W RW R/W RW R/W RW R/W RW RW RW R/W RW RW R/W
Bit Bit Name Description
31to1 (Dividend setting) Set with the lower 32 bits of the dividend used for 64-bit/32-

bit division operations
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Break address register AH
(BARAH) H'FFFFFF40 16/32

Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Bit Name BAA BAA BAA BAA BAA BAA BAA BAA BAA BAA BAA BAA BAA BAA BAA BAA
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

R/W R/W R/W R/W R/W R/W RW RW RW R/W R/W RW RW R/W RW RW R/W
Bit Bit Name Description
15t0 0 Break address BAA31- These hits specify the upper bits (bit 31 to bit 16) of the
BAA16 channel A break condition address

Break address register AL
(BARAL) H'FFFFFF42 16

Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Bit Name BAA BAA BAA BAA BAA BAA BAA BAA BAA BAA BAA BAA BAA BAA BAA BAA
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

R/W R/W R/W R/W R/W R/W RW RW RW R/W R/W R/W RW R/W RW RW R/W
Bit Bit Name Description
15t0 0 Break address BAA15— These bits specify the lower bits (bit 15 to bit 0) of the
BAAO channel A break condition address
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Break address mask register AH
(BAMRAH) H'FFFFFF44 16/32
Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name

BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM
A31 A30 A29 A28 A27 A26 A25 A24 A23 A22 A21 A20 Al19 Al18 Al7 Al6
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

RIW RW RW RW RW R/W RW RW RW RW R/W RW RW RW RW RW R/W
Bit Bit Name Value Description
15to 0 Break address

0 Channel A break address BAAnN is included in the break
conditions (Initial value)

1 Channel A break address BAAnN is not included in the
break conditions

BAMA31-BAMA16

n=31to 16

Break address mask register AL
(BAMRAL) H'FFFFFF46 16
Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name

BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM

Al5 Al4 Al13 Al2 All A10 A9 A8 A7 A6 A5 A4 A3 A2 Al A0
Initial Value 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0
R/W R/W R/W R/W R/W R/W R/W R/W R/W RW RW R/W RW RW R/W R/W R/W
Bit Bit Name Value Description
15to 0 Break address

0 Channel A break address BAAnN is included in the break
conditions (Initial value)

1 Channel A break address BAAnN is not included in the
break conditions

BAMA15-BAMAO

n=15t0 0
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Break bus cycle register A

(BBRA) H'FFFFFF48 16/32
Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name — — — — — — — — CPA CPAIDAl IDAO RWA RW SZA SZA
1 0 1 A0 1 0
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
R/W R R R R R R R R RWRMWRWRW RW RW RW R/W
Bit Bit Name Value Description
7,6 CPU cycle/peripheral 0 0 No channel A user break interrupt generated
cycle select A (Initial value)
(CPA1L, CPAO) 0 1 Break only on CPU cycles
1 0 Break only on peripheral cycles
1 1 Break on both CPU and peripheral cycles
5,4 Instruction fetch/data 0 0 No channel A user break interrupt generated
access select A (Initial value)
(IDA1, IDAO) 0 1 Break only on instruction fetch cycles
1 0 Break only on data access cycles
1 1 Break on both instruction fetch and data access cycles
3,2 Read/write select A 0 0 No channel A user break interrupt generated
(RWA1, RWAO) (Initial value)
Break only on read cycles
Break only on write cycles
Break on both read and write cycles
1,0 Operand size select A Operand size is not a break condition (Initial value)

(SZA1, SZAO)

Break on byte access
Break on word access
Break on longword access

Rk |o|o|k |k o
ROk |o|k ok

Break address register BH

(BARBH) H'FFFFFF60 16/32
Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name BAB BAB BAB BAB BAB BAB BAB BAB BAB BAB BAB BAB BAB BAB BAB BAB

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

Initial Value 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0

R/W

R/W R/W R/W RW R/W R/W RW R/W R/W R/W RW RW R/W R/W R/W R/W

Bit

Bit Name

Description

15to 0 Break address BAB31—- These bits specify the upper bits (bit 31 to bit 16) of the

BAB16

channel B break condition address
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Break address register BL
(BARBL) H'FFFFFF62 16

Bit
Iltem 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Bit Name BAB BAB BAB BAB BAB BAB BAB BAB BAB BAB BAB BAB BAB BAB BAB BAB
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

R/W R/W R/W R/W R/W RW RW RW RW R/W R/W R/W RW R/W RW RW R/W
Bit Bit Name Description
15to 0 Break address BAB15— These hits specify the lower bits (bit 15 to bit 0) of the
BABO channel B break condition address

Break address mask register BH
(BAMRBH) H'FFFFFF64 16/32

Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Bit Name BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM
B31 B30 B29 B28 B27 B26 B25 B24 B23 B22 B21 B20 B19 B18 B17 B16

Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

R/IW R/W R/W R/W R/W R/W RW R/W R/W R/W RW R/W RW R/W R/W R/W R/W
Bit Bit Name Value Description
15to 0 Break address mask 0 Channel B break address BABnN is included in the break
BAMB31-BAMB16 conditions (Initial value)

1 Channel B break address BABnN is not included in the
break conditions

n=31to 16
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Break address mask register BL
(BAMRBL) H'FFFFFF66 16

Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Bit Name BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM BAM
B15 B14 B13 Bl2 Bl11 B10 B9 B8 B7 B6 B5 B4 B3 B2 Bl BO

Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

R/W R/W R/W R/W RW R/W RW R/W RW R/W RW RW R/W R/W R/W R/W R/W
Bit Bit Name Value Description
15to 0 Break address mask 0 Channel B break address BABn is included in the break
BAMB15-BAMBO conditions (Initial value)

1 Channel B break address BABnN is not included in the
break conditions

n=15t0 0

Break data register BH (BDRBH) | H'FFFFFF70 16/32

Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Bit Name BDB BDB BDB BDB BDB BDB BDB BDB BDB BDB BDB BDB BDB BDB BDB BDB
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

R/W R/W R/W R/W R/W RW RW RW RW RW RW R/W R/W R/W RW R/W R/W
Bit Bit Name Description
15t0 0 Break data BDB31- These bits specify the upper bits (bit 31 to bit 16) of the
BDB16 channel B break condition data
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Break data register BL (BDRBL) | H'FFFFFF72 16/32

Bit
Iltem 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Bit Name BDB BDB BDB BDB BDB BDB BDB BDB BDB BDB BDB BDB BDB BDB BDB BDB
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

R/W R/W R/W R/W RW R/W R/W RW R/W R/W R/W RW RW RW RW R/W R/W

Bit Bit Name Description
15to 0 Break data BDB15-BDB0 These bits specify the lower bits (bit 15 to bit 0) of the
channel B break condition data

Break data mask register BH
(BDMRBH) H'FFFFFF74 16/32

Bit
Iltem 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name BDM BDM BDM BDM BDM BDM BDM BDM BDM BDM BDM BDM BDM BDM BDM BDM
B31 B30 B29 B28 B27 B26 B25 B24 B23 B22 B21 B20 B19 B18 B17 Bl6
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

R/IW R/W RW RW RW RW R/W RW R/W R/W R/W R/W R/W R/W R/W R/W R/W
Bit Bit Name Value Description
15to 0 Break data mask 0 Channel B break address BDBn is included in the break
BDMB31-BDMB16 conditions (Initial value)

1 Channel B break address BDBn is masked and therefore
not included in the break conditions

n=31to 16
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Break data mask register BL
(BDMRBL) H'FFFFFF76 16

Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Bit Name BDM BDM BDM BDM BDM BDM BDM BDM BDM BDM BDM BDM BDM BDM BDM BDM
B15 B14 B13 Bl2 Bl11 B10 B9 B8 B7 B6 B5 B4 B3 B2 Bl BO

Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

R/W R/W R/W R/W RW R/W RW R/W RW R/W RW RW R/W R/W R/W R/W R/W
Bit Bit Name Value Description
15to 0 Break data mask 0 Channel B break address BDBn is included in the break
BDMB15-BDMBO conditions (Initial value)

1 Channel B break address BDBn is masked and therefore
not included in the break conditions

n=15t0 0
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Break bus cycle register B

(BBRB) H'FFFFFF68 16/32
Bit
Iltem 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name - — — — — — — — C(CPBCPB IDB IDB RWB RWB SZB SZB

1 0 1 0 1 0 1 0

Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
R/W R R R R R R R R RWRMWRWRW RW RW RW R/W
Bit Bit Name Value Description
7,6 CPU cycle/peripheral 0 0 No channel B user break interrupt generated
cycle select B (Initial value)

(CPB1, CPBO0) Break only on CPU cycles

Break only on peripheral cycles

0 1
1 0
1 1 Break on both CPU and peripheral cycles
5,4 Instruction fetch/data 0 0 No channel B user break interrupt generated
access select B (Initial value)

(IDB1, IDBO) Break only on instruction fetch cyclcs

Break only on data access cycles

0 1
1 0
1 1 Break on both instruction fetch and data access cycles
3,2 Read/write select B 0 0 No channel B user break interrupt generated

(RWB1, RWBO0) (Initial value)

Break only on read cycles

Break only on write cycles

Break on both read and write cycles

1,0 Operand size select B Operand size is not a break condition (Initial value)

(SZB1, SZBO0) Break on byte access

Break on word access

N == =)
Rlo|k|olk|lok

Break on longword access
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Break control register (BRCR) H'FFFFFF78 16/32
Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name  CMF CMF CMF CMF
CA PA EBBEUMD — PCBA — — CB PB — SEQ DBEBPCBB — —
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
R/W RW RW RW RW R RW R R RWRW R RW RW RW R R
Bit Bit Name Value Description
15 CPU condition match 0 Channel A CPU cycle conditions do not match, no user
flag A (CMFCA) break interrupt generated (Initial value)

1 Channel A CPU cycle conditions have matched, user
break interrupt generated

14  Peripheral condition 0 Channel A peripheral cycle conditions do not match, no
match flag A (CMFPA) user break interrupt generated (Initial value)

1 Channel A peripheral cycle conditions have matched,
user break interrupt generated

o

13  External bus break Chip-external bus cycle not included in break conditions
enable (EBBE) (Initial value)
Chip-external bus cycle included in break conditions

12 UBC mode (UMD) Compatible mode for SH7000-series UBCs (Initial value)

SH7604 mode

Ok | O

10  PC break select A Places the channel A instruction fetch cycle break before
(PCBA) instruction execution (Initial value)
1 Places the channel A instruction fetch cycle break after
instruction execution

[EY

7 CPU condition match Channel B CPU cycle conditions do not match, no user
flag B (CMFCB) break interrupt generated (Initial value)
0 Channel B CPU cycle conditions have matched, user
break interrupt generated

6 Peripheral condition 0 Channel B peripheral cycle conditions do not match, no
match flag B (CMFPB) user break interrupt generated (Initial value)
1 Channel B peripheral cycle conditions have matched,
user break interrupt generated

4 Sequence condition 0 Compare channel A and B conditions independently
select (SEQ) (Initial value)
1 Compare channel A and B conditions sequentially
(channel A, then channel B)

3 Data break enable B 0 Do not include data bus conditions in the channel B
(DBEB) conditions (Initial value)
1 Include data bus conditions in the channel B conditions
2 Instruction break select 0 Places the channel B instruction fetch cycle break before
B (PCBB) instruction execution (Initial value)

1 Places the channel B instruction fetch cycle break after
instruction execution
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DMA source address registers 0

H'FFFFFF80 (channel 0)

and 1 (SARO and SAR1) H'FFFFFF90 (channel 1) 32
Bit

Iltem 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
Bit Name

Initial Value @ @— — @ — @ — - - - - - - - - — - — —
R/W R/W R/W R/W RW R/W R/W R/W R/W R/W RW R/W RW R/W R/W R/W R/W
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name

Initial value @ @— — @ — @ — - - - - - - - — — - — —
R/W R/W R/W R/W RW R/W R/W R/W R/W R/W RW R/W RW R/W R/W R/W R/W
Bit Bit Name Description

31to 0 (Transfer source address These bits specify the DMA transfer source address

specification)

DMA destination address registers

H'FFFFFF84 (channel 0)

0 and 1 (DARO and DAR1) H'FFFFFF94 (channel 1) 32
Bit
Item 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
Bit Name
Initial Value @— — @ — @ — @ - - - - - - - - — — — —
RW R/W R/W RW R/W RW R/W RW R/W RW RW R/W R/W RW RW R/W

R/W
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name
Initial Value @— — @ — @ — @ - - - - - - - - — — — —
R/W RW R/W R/W RW R/W RW R/W RW R/W RW RW RW R/W RW RW R/W
Bit Bit Name Description
These bits specify the DMA transfer destination address

31to 0 (Transfer destination

address specification)
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DMA transfer count registers 0 and | H'FFFFFF88 (channel 0)

1 (TCRO and TCR1) H'FFFFFF98 (channel 1) 32
Bit
Item 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

Bit Name —_ = = = —

Initial Value 0 0 0 0 0 0 0 0 —_ = = = = = = =
R/W R R R R R R R R R/W RW R/W R/W R/W R/W R/W R/W
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Bit Name

Initial Value @— — @ — @ — @ - - - - - - - - — — — —
R/W RW R/W R/W RW R/W RW R/W RW R/W RW R/W RW R/W RW RW R/W
Bit Bit Name Description

23to 0 (Transfer count Specifies the DMA transfer count (during a DMA transfer,

specification) these bits indicate the remaining transfer count)

DMA channel control registers 0, 1 | H'FFFFFF8C (channel 0)
(CHCRO, CHCR1) H'FFFFFFOC (channel 1) 32
Bit
Item 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
Bit Name - - = = = = = = = = = = = = = =
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
R/W R R R R R R R R R R R R R R R R
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
TSO AR AM AL DS DL TB TA IE TE DE

Bit Name  DM1 DMO SM1 SMO TS1
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

R/W R/W R/W R/W RW R/W R/W RW R/W RW RW RW RW RW RW R/ RW
(W)*

Note: Only 0 can be written, after reading 1, to clear the flag.

Bit Bit Name Value Description
14,15 Destination address 0 O Fixed destination address (Initial value)
mode bits 1, 0 0 1 Destination address is incremented (+1 for byte transfer
(bm1, DMO) size, +2 for word transfer size, +4 for longword transfer

size, and +16 for 16-byte transfer size)

1 0 Destination address is decremented (-1 for byte transfer
size, —2 for word transfer size, —4 for longword transfer
size, and —16 for 16-byte transfer size)

1 1 Reserved (setting prohibited)
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Bit Bit Name Value Description
13,12 Source address mode 0 O Fixed source address (+16 for 16-byte transfer size)
bits 1, 0 (SM1, SMO0) (Initial value)

0 1 Source address is incremented (+1 for byte transfer size,
+2 for word transfer size, +4 for longword transfer size,
and +16 for 16-byte transfer size)

1 0 Source address is decremented (-1 for byte transfer size,
-2 for word transfer size, —4 for longword transfer size,
and +16 for 16-byte transfer size)

1 1 Reserved (setting prohibited)

11,10 Transfer size bits 1, 0 0 Byte unit (Initial value)
(TS1, TSO) 0 Word (2-byte) unit
1 Longword (4-byte) unit
1 16-byte unit (4 longword transfers)
9 Auto-request mode bit 0 Module request mode (Initial value)
(AR) 1 Auto-request mode
8 Acknowledge/transfer 0 DACK output in read cycle/transfer from memory to
mode bit (AM) device (Initial value)
1 DACK output in write cycle/transfer from device to
memory
7 Acknowledge level bit 0 DACK s an active-low signal (Initial value)
(AL) 1 DACK s an active-high signal
6 DREQ select bit (DS) 0 Detected by level (Initial value)
1 Detected by edge
5 DREQ level bit (DL) 0 When DS is 0, DREQ is detected by low level; when DS

is 1, DREQ is detected by fall (Initial value)
1 When DS is 0, DREQ is detected by high level; when DS
is 1, DREQ is detected by rise

4 Transfer bus mode bit 0 Cycle-steal mode
(TB)

1 Burst mode

3 Transfer address mode 0 Dnal address mode
bit (TA)
1 Single address mode
2 Interrupt enable bit (IE) 0 Interrupt disabled (Initial value)
1 Interrupt enabled
1 Transfer-end flag bit 0 DMA has not ended or was aborted (Initial value)

(TE) Cleared by reading 1 from the TE bit and then writing O
DMA has ended nomally (by TCR = 0)

[EEY

0 DMA enable bit (DE)

o

DMA transfer disabled (Initial value)
1 DMA transfer enabled
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DMA request/response selection control | H'FFFFFE71 (channel 0)
registers 0 and 1 (DRCRO, H'FFFFFE72 (channel 1) 8
DRCR1)
Bit
Item 7 6 5 4 3 2 1 0
Bit Name — — — — — — RS1 RSO
Initial Value 0 0 0 0 0 0 0 0
R/W R R R R R R R/W R/W
Bit Bit Name Value Description

1,0 Resource select bits
1, 0 (RS1, RS0)

0 0 DREQ (external request) (Initial value)

0 1 RXI (receive-data-full interrupt transfer request of the on-
chip serial communication interface (SCI))

1 0 TXI (transmit-data-full interrupt transfer request of the on-
chip SCI)

1 1 Reserved (setting prohibited)
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DMA operation register (DMAOR) H'FFFFFFBO 32
Bit
Item 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
Bit Name — — - —_ = = = = = = = = =
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
R/W R R R R R R R R R R R R R R R
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name _ = = — _ = = — _ = = — PR AE NMIF DME
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
R/W R R R R R R R R R R R R RW R/ R/ RIW
(W)* (W)*

Note: Only 0 can be written, to clear the flag.

Bit Bit Name

Value

Description

3 Priority mode bit (PR)

0

Fixed priority (Ch 0 > Ch 1) (Initial value)

1 Round-robin mode (High priority switches to low after
each transfer)
(The priority for the first DMA transfer after a reset is
Ch1>Cho0)
2 Address error flag bit 0 No DMAC address error (Initial value)
(AE) 1 Address error by DMAC
1 NMI flag bit (NMIF) 0 No NMIF interrupt (Initial value)
To clear the NMIF bit, read 1 from it and then write O
1 NMIF has occurred
0 DMA master enable bit 0 DMA transfers disabled on all channels (Initial value)
(DME) 1 DMA transfers enabled on all channels
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Bus control register 1 (BCR1) H'FFFFFFEO 16/32
Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 2 1 0
Bit Name  MAS END BST PSHR AHLW AHLW A1LW A1LW AOLW AOLW DRAM DRAM DRAM
TER — — IAN ROM 1 0 1 0 1 0 2 1 0
Initial Value — 0 O 0 0 0 1 1 1 1 1 1 0 0 0
R/W R R R RW RW RW RW RW RW RW RW R/W RW R/W R/W
Bit Bit Name Value Description
15  Bus arbitration 0 Master mode
(MASTER) 1 Slave mode
12  Endian specification for 0 Big-endian, as in other areas (Initial value)
area 2 (ENDIAN) 1 Little-endian
11 Area 0 burst ROM 0 Area 0 is accessed normally (Initial value)
enable (BSTROM) 1 Area 0 is accessed as burst ROM
10  Partial space share 0 Total master mode when MD5 = 0O (Initial mode)
specification (PSHR) 1 Partial-share master mode when MD5 = 0
9,8 Long wait specification 0 0 3 waits (Initial value)
for areas 2 and 3 0 1 4waits
(AHLW1, AHLWO) 1 0 5waits
1 1 6 waits
7,6 Long wait specification =0 0 3 waits (Initial value)
for area 1 (A1LW1, 0 1 4 waits
A1LWO) 1 0 5waits
1 1 6waits
5,4 Long wait specification 0 0 3 waits (Initial value)
for area O (AOLW1, 0 1 4 waits
AOLWO) 1 0 5waits
1 1 6waits
2t0 0 Enablefor DRAMand 0 0 O Areas 2 and 3 are ordinary spaces (Initial value)
other memory (DRAM2— 0 0 1 Area 2 is ordinary space; area 3 is synchronous
DRAMO) DRAM space
0 1 O AreaZ2isordinary space; area 3 is DRAM space
0 1 1 AreaZ2isordinary space; area 3 is pseudo-SRAM
space
1 0 O Area?2issynchronous DRAM space; area 3 is
ordinary space
1 0 1 Areas?2and 3 are synchronous DRAM spaces
1 1 0 Reserved (setting prohibited)
1 1 1 Reserved (setting prohibited)

HITACHI
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Bus control register 2 (BCR2) H'FFFFFFE4 16/32
Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name A3 A3 A2 A2 Al Al

- - = = - - — — 871 SszZ0 Ssz1 Sz0 SZ1 sSz0 — —

Initial Value 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0

R/W R R R R R R R R/W R/W R/W R/W R/W RW R R

Py

Bit Bit Name Value Description
7,6 Bus size specification 0 O Reserved (setting prohibited)
for area 3 (A3SZ1-

A3SZ0)(Valid only Byte (8-bit) size

when setting ordinary Word (16-bit) size

space) Longword (32-bit) size (Initial value)

(@ ]
Ok | O

5,4 Bus size specification
for area 2 (A2SZ1-

Reserved (setting prohibited)

A2SZ0) (Valid only Byte (8-bit) size

when setting ordinary Word (16-bit) size

space) Longword (32-bit) size (Initial value)

3,2 Bus size specification Reserved (setting prohibited)

for area 1 (A1SZ1- Byte (8-bit) size

=R
===

A1SZ0) Word (16-hit) size
Longword (32-bit) size (Initial value)
Wait control register (WCR) H'FFFFFFES8 16/32

Bit

Iltem 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Bit Name IW31 IW30 IW21 IW20 IW11 IW10 IWO01 IW00 W31 W30 W21 W20 Wil W10 w01 WO0O0

Initial Value 1 0 1 0 1 0 1 0 1 1 1 1 1 1 1 1

RIW RIW RW R/W R/W R/W RW RW RW RW RW R/W R/W R/W R/W RW R/W

Bit Bit Name Value Description
15to 8 Idles between cycles  IW31 IW30
forareas 3to 0 IW21 IW20
(IW31-1W00) W11l IW10
IW01 IW00
0 0 Noidle cycle
0 1 Onedle cycle inserted
1 0 Two idle cycles inserted (Initial value)
1 1 Reserved (setting prohibited)
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Bit Bit Name Value Description
7100 Wait control of areas 3 During basic cycle
to 0 (W31-WO00) W31 W30
w21 w20
W11 W10
W01 W00

0 0 External wait input disabled without waits

External wait input enabled with one wait

0 1
1 0 External wait input enabled with two waits
1 1

Complies with the long wait specification of bus control
register 1 (BCR1)
External wait input is enabled (Initial value)

When area 3 is DRAM

W31 W30

0 0 1CASassertcycle

0 1 2 CAS assert cycles

1 0 3CASassertcycles

1 1 Reserved (setting prohibited)

When area 2 or 3 is synchronous DRAM

W31 W30
W21 W20

0 0 1CASlatency cycle

0 1 2 CAS latency cycles

1 0 3CASlatency cycles

1 1 4 CAS latency cycles (Initial value)

When area 3 is pseudo-SRAM

W31 W30

0 0 2cycles from BS signal assertion to end of cycle

1 3cycles from BS signal assertion to end of cycle

0
1 0 4cyclesfrom BS signal assertion to end of cycle
1 1 Reserved (setting prohibited)

Individual memory control register

(MCR) H'FFFFFFEC 16/32
Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name TRAS TRAS

TRP RCD TRWL 1

0 BE RASD — AMX2 SZ AMX1 AMX0 RFSH RMD — —

Initial Value 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

R/W R/W RW R/W R/W

RW RW RW R RW R/W RW RW RW RW R R
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Bit

Bit Name

Value

Description

15

RAS precharge time
(TRP)

1 cycle (Initial value)

2 cycles

14

RAS-CAS delay (RCD)

1 cycle (Initial value)

2 cycles

13

Write-precharge delay
(TRWL)

1 cycle (Initial value)

S ==

2 cycles

12,11

CAS-before-RAS
refresh RAS assert time
(TRAS1, TRASO)

2 cycles (Initial value)

3 cycles

4 cycles

[l (e M e]
R OO

Reserved (setting prohibited)

10

Burst enable (BE)

Burst disabled (Initial value)

High-speed page mode during DRAM interface is
enabled. Data is continuously transferred in static
column mode during pseudo-SRAM interfacing.
During synchronous DRAM access, burst is always
enabled regardless of this bit.

Bank active mode (RASD)

For synchronous DRAM, read or write is performed
using auto-precharge mode.

The next access always starts with a bank active
command.

For synchronous DRAM, access ends with bank
active status. This is only valid for area 3. When
area 2 is synchronous DRAM, the mode is always
auto-precharge.

610

HITACHI



Bit

Bit Name

Value

[ BSC

Description

7,5,4 Address multiplex

(AMX2-AMX0)

For DRAM interface

0

8-bit column address DRAM (Initial value)

9-bit column address DRAM

10-bit column address DRAM

11-bit column address DRAM

Reserved (setting prohibited)

Reserved (setting prohibited)

Reserved (setting prohibited)

Rk lolo|lo

ROk Ok OO

Reserved (setting prohibited)

T
o

nchronous DRAM interface

16-Mbit DRAM (1M x 16 hits) (Initial value)

16-Mbit DRAM (2M x 8 bits)

16-Mbit DRAM (4M x 4 bits)

4-Mbit DRAM (256k x 16 bits)

Reserved (setting prohibited)

Reserved (setting prohibited)

Reserved (setting prohibited)

[l el el el ]

ROk OFR|IO|Fr|O

2-Mbit DRAM (128k x 16 bits)

6

Memory data size (SZ)

Word (Initial value)

Longword

3

Refresh control (RFSH)

No refresh (Initial value)

Refresh

2

Refresh mode (RMODE)

Normal refresh (Initial value)

Self-refresh

HITACHI
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Refresh timer control/status

register (RTCSR) H'FFFFFFFO 16/32
Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
BitNam¢ — — — — — — — — CMFCMIECKS2CKS1ICKSO — — —
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
R/W R R R R R R R R RWRWRW RW RW R R R
Bit Bit Name Value Description
7 Compare match flag — RTCNT and RTCOR match
(CMF) Clear condition: After RTCSR is read when CMF is 1,
0 is written in CMF
6 Compare match 0 Disables interrupt request caused by CMF (Initial value)
interrupt enable (CMIE)
1 Enables interrupt request caused by CMF
5to 3 Clock select bits 0 0 O Disables count up (Initial value)
(CKS2-CKS0) 0 0 1 CLKM
0 1 0 CLK/16
0 1 1 CLK/64
1 0 0 CLK/256
1 0 1 CLK/1024
1 1 0 CLK/2048
1 1 1 CLK/4096
Refresh timer counter (RTCNT) H'FFFFFFF4 16/32
Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Bit Name _- = = = = = = =
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
R/IW R R R R R R R R RW RW RW RW RW RW R/W R/W
Bit Bit Name Description
7t0 0 (Countvalue) Input clock count value
Refresh time constant register
(RTCOR) H'FFFFFFF8 16/32
Bit
Item 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
BitName @ -+ @— - - - — — —
Initial Value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
R/W R R R R R R R R RW RW RW RW R/W RW R/W R/W
Bit Bit Name Description

7t0 0  (Timer constant)

Sets the refresh cycle
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Cache control register (CCR) H'FFFFFE92 8
Bit
Item 7 6 5 4 3 2 1 0
Bit Name w1l WO — CP T™W oD ID CE
Initial Value 0 0 0 0 0 0 0 0
R/W R/W R/W R/W R/W R/W R/W R/W R/W
Bit Bit Name Value Description
7,6 Way specification 0 0 Way 0 (Initial value)
(W1, Wo) 0 1 Wayl
1 0 Way2
1 1 Way3
4 Cache purge (CP) 0 Normal operation (Initial value)
1 Cache purge
3 Two-way mode (TW) 0 Four-way mode (Initial value)
1 Two-way mode
2 Data replacement 0 Normal operation (Initial value)
disable (OD) 1 Data not replaced even when cache miss occurs in data
access
1 Instruction replacement 0 Normal operation (Initial value)
disable (ID) 1 Data not replaced even when cache miss occurs in
instruction fetch
0 Cache enable (CE) 0 Cache disabled (Initial value)

1 Cache enabled
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Standby control register H'FFFFFE91 8
(SBYCR)
Bit
Item 7 6 4 3 2 1 0
Bit Name SBY HIZ — MSTP4 MSTP3 MSTP2 MSTP1 MSTPO
Initial Value 0 0 0 0 0 0 0
R/W R/W R/W R/W R/W R/W R/W R/W
Bit Bit Name Value Description
7 Standby (SBY) 0 Executing SLEEP instruction puts the chip into sleep
mode (Initial value)
1 Executing SLEEP instruction puts the chip into standby
mode
6 Port high impedance 0 Pin states held in standby mode (Initial value)
(H1Z2) 1 Pins at high impedance in standby mode
4 Module stop 4 (MSTP4) 0 DMAC running (Initial value)
1 Clock supply to DMAC halted
3 Module stop 3 (MSTP3) 0  MULT running (Initial value)
1 Clock supply to MULT halted
2 Module stop 2 (MSTP2) 0 DIVU running (Initial value)
1 Clock supply to DIVU halted
1 Module stop 1 (MSTP1) 0 FRT running (Initial value)
1 Clock supply to FRT halted
0 Module stop 0 (MSTPO) 0 SCI running (Initial value)
1 Clock supply to SCI halted
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Appendix C External Dimensions

Figure C.1 shows the externa dimensions of the SH7604 (FP144J).

22.0+0.2

20

109

22.0+0.2

*Dimension including the plating thickness

As of January, 2001

Unit: mm

*0.17 + 0.05
0.15+0.04

Base material dimension

* 05+0.1 ||
3 Hitachi Code FP-1443
© JEDEC —
EIAJ Conforms
Mass (reference value) 249

FigureC.1 External Dimensions
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Figure C.2 shows the external dimensions of the SH7604 (TBP-176).

Unit: mm
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Details of the part A
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Hitachi Code TBP-176
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Figure C.2 External Dimensions
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